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Abstract An uncertainty quantification framework was employed to examine the sensitivities of 24
model parameters from a newly developed Conjunctive Surface-Subsurface Process (CSSP) land surface
model (LSM). The sensitivity analysis (SA) was performed over 18 representative watersheds in the contigu-
ous United States to examine the influence of model parameters in the simulation of terrestrial hydrological
processes. Two normalized metrics, relative bias (RB) and Nash-Sutcliffe efficiency (NSE), were adopted to
assess the fit between simulated and observed streamflow discharge (SD) and evapotranspiration (ET) for a
14 year period. SA was conducted using a multiobjective two-stage approach, in which the first stage was a
qualitative SA using the Latin Hypercube-based One-At-a-Time (LH-OAT) screening, and the second stage
was a quantitative SA using the Multivariate Adaptive Regression Splines (MARS)-based Sobol’ sensitivity
indices. This approach combines the merits of qualitative and quantitative global SA methods, and is effec-
tive and efficient for understanding and simplifying large, complex system models. Ten of the 24 parame-
ters were identified as important across different watersheds. The contribution of each parameter to the
total response variance was then quantified by Sobol’ sensitivity indices. Generally, parameter interactions
contribute the most to the response variance of the CSSP, and only 5 out of 24 parameters dominate
model behavior. Four photosynthetic and respiratory parameters are shown to be influential to ET, whereas
reference depth for saturated hydraulic conductivity is the most influential parameter for SD in most water-
sheds. Parameter sensitivity patterns mainly depend on hydroclimatic regime, as well as vegetation type
and soil texture.

1. Introduction

Land surface models (LSMs) have become indispensable, not only to general circulation models (GCMs) or
regional climate models (RCMs), but also to numerical weather prediction (NWP) models, since they repre-
sent the land-atmosphere exchanges of momentum, water, energy and other constituents of the earth sys-
tem cycle [Sellers et al., 1997; Pitman, 2003; Dickinson et al., 2006]. Over the past few decades, LSMs have
evolved from simple parameterizations representing the surface water and energy balances [Budyko, 1956;
Manabe, 1969] to complex models that represent more physical processes and include multiple soil layers
[e.g., Sellers et al., 1986; Dickinson et al., 1986; Liang et al., 1994; Chen and Dudhia, 2001; Dai et al., 2003]. The
Project for Intercomparison of Land-surface Parameterization Schemes (PILPS) [Henderson-Sellers et al., 1993,
1995] has shown that different LSMs produce considerably different results in water and energy budgets,
even when they are forced by identical data [Shao and Henderson-Sellers, 1996; Pitman and Henderson-Sell-
ers, 1998; Pitman et al., 1999]. The uncertainties associated with LSMs mainly come from model structure
and parameters, as errors in forcing and validation data should be similar among all models [Xia et al.,
2005]. Inaccurate parameter values may lead to poor LSM performances, even if the model structures are
perfect. Thus, the proper specification of model parameters is not a trivial issue [Sorooshian and Gupta,
1983; Duan et al., 1992; Tolson and Shoemaker, 2007].
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A common means of parameter estimation is to calibrate models to historical observations by tuning the
model parameters [Gupta and Sorooshian, 1985; Duan et al., 2006]. However, the calibration of LSMs faces
several complications: (1) LSMs become increasingly complex as they include more and more sub-physics,
despite being calibrated with rather limited observations, which leads to overparameterized LSMs [Jakeman
and Hornberger, 1993; Renard et al., 2010]; (2) overparameterization, along with parameter nonlinear effects,
causes model parameters to be not uniquely identifiable, a condition known as equifinality by Beven [1993,
2006]; and (3) some parameters may be spatially and temporally variable due to the heterogeneous effects
of land surfaces [Giorgi and Avissar, 1997; Prihodko et al., 2008].

To calibrate LSM parameters effectively and efficiently, we must identify the parameters that dominate
model behavior, thus reducing parameter dimensionality while maintaining the reliability of model simula-
tion. For such a purpose, sensitivity analysis (SA) has been widely used to understand and simplify complex
system models [Hornberger and Spear, 1981; Morris, 1991; Saltelli et al., 2004; Bastidas et al., 2006; Rosero
et al., 2010; Li et al., 2013, Gan et al., 2014]. Generally, SA methods can be divided into local and global meth-
ods. Unlike the former, the latter explore the whole parameter space, allowing them to provide robust
measures in the presence of nonlinearity and interactions among the parameters [Wainwright et al., 2014],
and thus are generally preferred [Saltelli et al., 2008]. Global SA methods can be further classified into quali-
tative and quantitative methods. Qualitative SA methods aim to screen out a subset of noninfluential
parameters using a small number of model evaluations, whereas quantitative SA methods aim to measure
each parameter’s contribution to the response variance, a process that requires a large number of model
evaluations [Campolongo et al., 2011]. Since today’s LSMs are becoming more detailed and realistic, and
thus have many parameters, high computational costs can be prohibitive to use quantitative SA. This has
prompted many researchers to investigate the possibility of replacing the original simulation models with
computationally cheaper surrogate models that perform a similar function [Shahsavani and Grimvall, 2011;
Stephens et al., 2011; Borgonovo et al., 2012]. Approximation or meta-modeling techniques, such as Multivar-
iate Adaptive Regression Splines (MARS), Support Vector Machines (SVMs), Artificial Neural Networks
(ANNs), and Gaussian Process Regression (GPR) models, are often used to construct surrogate models to
improve overall computational efficiency [Wang and Shan, 2007; Storlie et al., 2009; Razavi et al., 2012]. The
strengths and limitations of several qualitative and quantitative SA methods, as well as the choice of appro-
priate SA methods for complex system models, have been discussed by Gan et al. [2014].

Previous sensitivity analyses of LSMs have used either qualitative or quantitative global methods, or have
used both of them simultaneously. For example, Bastidas et al. [1999] introduced a robust multiobjective
generalized sensitivity analysis (MOGSA) method to evaluate parameter sensitivities of the Biosphere-
Atmosphere Transfer Scheme (BATS) model [Dickinson et al., 1993]. Rosero et al. [2010] employed Sobol’
total and first-order sensitivity indices [Sobol’, 1993, 2001] to compare the performance and physical realism
of three versions of the Noah LSM [Ek et al., 2003]. Hou et al. [2012] investigated the sensitivity of simulated
surface fluxes to selected hydrologic parameters in the Community Land Model (CLM4) [Lawrence et al.,
2011] using multivariate generalized linear model analyses and statistical significance tests. By adopting the
same methods, Huang et al. [2013] studied the sensitivity of various simulated fluxes and their derived varia-
bles to selected hydrologic parameters in CLM4. Rosolem et al. [2012] presented a rank-based multicriteria
implementation of the Sobol’ method and applied it to the problem of identifying the most sensitive
parameters in the SiB3 model [Sellers et al., 1986; Baker et al., 2008]. Li et al. [2013] conducted parameter
screening for six output fluxes from the Common Land Model (CoLM) [Dai et al., 2003] using five qualitative
SA methods, employing a quantitative Sobol’ method to confirm the screening results. However, few of the
previous works have focused on the issue of combining the merits of both qualitative and quantitative
methods for stepwise SA of high-dimensional LSMs.

The purpose of this study is to explore the parameter sensitivities of a large, complex LSM, moving seam-
lessly from qualitative to quantitative SA methods using an uncertainty quantification framework. A multi-
objective two-stage SA approach was applied to assess parameter sensitivities of a newly developed
Conjunctive Surface-Subsurface Process (CSSP) LSM [Choi and Liang, 2010; Choi et al., 2013] for terrestrial
hydrological modeling over 18 representative watersheds with varying hydroclimatic regimes. We used two
SA methods: Latin Hypercube-based One-At-a-Time (LH-OAT) screening [Morris, 1991; van Griensven et al.,
2006] for qualitative processes and MARS-based Sobol’ sensitivity indices for quantitative processes. Both
methods are capable of measuring the overall effects of parameters and their interactions, and have been
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applied successfully in other environmental modeling cases [Holvoet et al., 2005; van Griensven et al., 2006;
Tang et al., 2007; Gan et al., 2014]. The LH-OAT method was used to screen out insensitive parameters, and
was followed by the MARS-based Sobol’ sensitivity indices, which were used to quantify each parameter’s
contribution to the response variance. By evaluating model parameter sensitivities stepwise, we aimed to
efficiently understand model behavior and improve its ability to perform hydrologic simulations across
watersheds.

This paper is organized as follows: section 2 gives a description of the CSSP and the experimental data; sec-
tion 3 presents a framework for uncertainty quantification; results are described and discussed in section 4;
and finally, conclusions are summarized in section 5.

2. Model and Data

2.1. Brief Description of the CSSP
The CSSP has been developed as a core LSM of the mesoscale Climate-Weather Research and Forecasting
(CWRF) model [Liang et al., 2012] to predict land-atmosphere water and heat fluxes exchanges. It is rooted
in the CoLM [Dai et al., 2003, 2004] and includes a series of crucial improvements and updates: (1) an
improved land-surface albedo parameterization [Liang et al., 2005a]; (2) a scalable parameterization of sub-
grid topography for soil moisture transportation [Choi et al., 2007]; (3) an improved parameterization for
surface-subsurface flow interaction [Choi and Liang, 2010]; and (4) a parameterization for adding an uncon-
fined aquifer below bedrock [Yuan and Liang, 2011]. Although Yuan and Liang [2011] demonstrated that
CSSP performance is overall better than both CoLM and CLM3.5 at regional-local scales over the contiguous
United States (CONUS), we found that CSSP still has relatively large errors in terrestrial hydrological
modeling.

In this study, we replaced the original canopy photosynthesis-conductance parameterization [Dai et al.,
2004] with a newly developed scheme proposed by Bonan et al. [2011]. A newly developed conjunctive
surface-subsurface flow scheme [Choi et al., 2013] was also incorporated into the CSSP for the computation
of streamflow discharge. We implemented the CSSP over the CONUS domain at the 30 km resolution fol-
lowing Liang et al. [2012]. Specific streamflow discharge (SD) and evapotranspiration (ET) are two target var-
iables analyzed in this study, the parameterizations of which are briefly described in Appendix A.

2.2. Experimental Data
2.2.1. Stations, Watersheds, and Evaluation Data Sets
We selected 18 representative watersheds across the CONUS, each of these watersheds containing one U.S.
Geological Survey (USGS) streamflow gauging station. In selecting these watersheds, we taking into consid-
eration the minimal effects of upstream anthropogenic activities such as irrigation diversion and reservoir
operation. Figure 1 shows the geographic locations of these stations and the corresponding watersheds,
which span different hydroclimatic, soil, and vegetation conditions over the research domain. Also shown in
Figure 1 are the runoff coefficients (RCs) of 18 watersheds, where RC is the dimensionless ratio of multiyear
mean monthly SD to precipitation (P). These coefficients are indicators of relative watershed wetness, with
larger RC correspond to wetter watershed [Merz et al., 2006]. Following Li et al. [2010], the watersheds are
therefore referred to as humid (0.6< RC� 1), semihumid (0.4< RC� 0.6), semiarid (0.2< RC� 0.4), and arid
(0< RC� 0.2).

Observed monthly streamflow discharge data from 1982 to 1995 were acquired directly from the USGS
website (available at http://waterdata.usgs.gov/nwis/sw) for the 18 gauging stations. Additionally, the global
0.5deg 3 0.5deg observation-based monthly evapotranspiration data sets [Jung et al., 2010] for the same
period were remapped onto the 30 km resolution research domain by bilinear interpolation. This gridded
data set was derived from FLUXNET [Baldocchi et al., 2001], meteorological, and remote sensing observa-
tions using model tree ensemble approach, and has recently been used to evaluate and improve canopy
and hydrological processes in LSMs [Bonan et al., 2011; Luo et al., 2012; Lawrence et al., 2012], among other
applications for the evaluation of climate change projections [Jung et al., 2011; Mueller et al., 2011; Zeng
et al., 2012]. Station and watershed characteristics, as well as multiyear mean monthly P, ET, and SD for the
observation period are summarized in Table 1, where mean P was calculated based on the forcing data
while mean ET and SD were calculated based on the observations.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000406

GAN ET AL. STEPWISE SENSITIVITY ANALYSIS OF LSMS 650

http://waterdata.usgs.gov/nwis/sw


2.2.2. Surface Boundary Conditions
The surface boundary conditions incorporated in the CSSP are based on the best observational data over
North America. They have been remapped onto the 30 km resolution research domain either by bilinear
interpolation, in cases where the raw data resolution is coarser than 30 km, or by using a mass conservative
approach which weights the fractional area of each pixel contributing to the grid [Liang et al., 2005b,
2005c]. A detailed description of the surface boundary conditions is given in Table 2.

2.2.3. Initial and Forcing Conditions
Required initial and forcing fields are listed in Table 3. All fields date from 1 January 1979 to 31 December
1995 were obtained directly from the North America Regional Reanalysis (NARR) 32 km 3 h data [Mesinger

Figure 1. Geographic locations of selected USGS streamflow gauging stations and corresponding watersheds over 18 hydrologic units. Subfigure in the lower left corner shows the run-
off coefficients of all 18 watersheds.

Table 1. Characteristics of Selected USGS Streamflow Gauging Stations and Corresponding Watersheds

Watershed Station ID
Lat
(oN)

Lon
(oW)

Area
(km2)

P
(mm/month)

ET
(mm/month)

SD
(mm/month)

Soil
Texture Vegetation Type

1 01144500 43.65 72.31 10,598 89.1 39.9 48.6 Loam 84.6% deciduous broadleaf forest; 15.4% mixed forest
2 01638500 39.27 77.54 24,996 81.6 52.5 28.8 Silt loam 70% deciduous broadleaf forest; 20% cropland/woodland mosaic
3 02105769 34.40 78.29 13,610 96.9 62.1 29.7 Sandy loam 56.3% cropland/woodland mosaic; 18.8% mixed forest
4 04260500 43.99 75.92 4,828 94.2 43.5 68.4 Loam 75% deciduous broadleaf forest; 25% cropland/grassland mosaic
5 03290500 38.44 84.96 16,006 94.5 56.4 38.1 Silt loam 61.1 deciduous broadleaf forest; 22.2% cropland/woodland mosaic
6 03465500 36.18 82.46 2,085 97.8 57.3 50.7 Loam 66.7% deciduous broadleaf forest; 33.3% dryland cropland

and pasture
7 05464500 41.97 91.67 16,861 72.0 45.3 25.2 Loam 100% dryland cropland and pasture
8 07290000 32.35 90.70 7,283 118.2 65.1 43.5 Silt loam 62.5% cropland/woodland mosaic; 37.5% mixed forest
9 05051500 46.27 96.60 10,386 49.2 40.5 5.1 Loam 86.7% dryland cropland and pasture; 13.3% cropland/grassland

mosaic
10 06607500 41.96 95.97 9,132 67.2 45.3 18.9 Silt loam 100% dryland cropland and pasture
11 07072500 36.10 91.10 19,088 100.2 57.3 38.4 Silt loam 47.4% deciduous broadleaf forest; 31.6% cropland/woodland mosaic
12 08028500 30.75 93.61 21,313 106.2 74.1 28.5 Loam 45.5% mixed forest; 22.7% savanna; 22.7% grassland
13 08220000 37.69 106.46 3,419 51.3 31.5 20.7 Loam 75% evergreen needleleaf forest; 25% grassland
14 09363500 37.04 107.88 2,823 60.9 32.7 27.0 Loam 66.7% evergreen needleleaf forest; 33.3% grassland
15 09497500 33.80 110.50 7,379 53.4 32.7 9.0 Loam 80% mixed shrubland/grassland; 20% evergreen needleleaf forest
16 10324500 40.83 116.59 2,235 22.5 21.9 1.8 Loam 100% grassland
17 14191000 44.94 123.04 18,855 134.1 45.6 85.5 Loam 72% evergreen needleleaf forest; 28% dryland cropland and pasture
18 11477000 40.49 124.10 8,063 120.0 52.2 66.9 Loam 91.7 % evergreen needleleaf forest
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et al., 2006], and remapped onto the 30 km resolution domain through bilinear interpolation. After spatially
interpolated, all the above NARR forcing fields except convective precipitation and total precipitation were
then temporally interpolated to the hourly time step using linear interpolation. The 3 h accumulative con-
vective precipitation and total precipitation data were evenly divided into hourly segments. However, since
downward short-wave radiation, convective precipitation, and total precipitation of NARR data have been
reported to have significant biases [Becker et al., 2009; Mo et al., 2010; Yuan and Liang, 2011; Kennedy et al.,
2011], the three fields were then replaced for all possible domains with the North American Land Data
Assimilation System project phase 2 (NLDAS-2) 1/8deg 1 h data [Xia et al., 2012] over the same time period,
which were also remapped onto the 30 km resolution domain using bilinear interpolation.

2.3. Model Initialization and Spin-Up
The control version of the CSSP, which uses default parameter values, was spun-up by cycling the 17 year (1
January 1979 to 31 December 1995) forcing data twice, until all state variables reached an equilibrium. The
final state variables of the last run were taken as the initial conditions for different uncertainty quantification
experiments. For each experiment, a continuous 17 year simulation was carried out over the research
domain on an hourly time step. To reduce the influence of initial conditions, the outputs of the first 3 years
were excluded for all experiments in the subsequent analysis.

Table 2. Surface Boundary Conditions

Name Units Level Time Source

Land cover category 1 Static Convert MODIS IGBP land cover classification (MCD12Q1) to USGS 24-category classification
following Liang et al. [2005b]

Surface characteristic identification 1 Static Derived from land cover category
Fractional vegetation cover 1 Static Derived from MODIS vegetation indices (MOD13A1) following Zeng et al. [2000]

and Liang et al. [2005b]
Leaf area index m2 m22 1 Monthly Derived from MODIS LAI (MCD15A2) following Zeng et al. [2002]
Stem area index m2 m22 1 Monthly Derived from MODIS LAI (MCD15A2) following Zeng et al. [2002]
Sink filled DEM m 1 Static Derived from SRTM30 [Farr et al., 2007]
Flow direction 1 Static Derived from sink filled DEM and corrected by DRT algorithm [Wu et al., 2011]
Flow accumulation 1 Static Derived from flow direction
X direction surface slope std. dev. m/m 1 Static Derived from sink filled DEM
Y direction surface slope std. dev. m/m 1 Static Derived from sink filled DEM
Bedrock depth m 1 Static CONUS-SOIL [Miller and White, 1998] and HWSD [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012] data
Soil sand fraction profile % 11 Static CONUS-SOIL [Miller and White, 1998] and HWSD [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012] data
Soil clay fraction profile % 11 Static CONUS-SOIL [Miller and White, 1998] and HWSD [FAO/IIASA/ISRIC/ISS-CAS/JRC, 2012] data
Soil albedo localization factor 4 Static Derived from MODIS albedo (MCD43C3) following Liang et al. [2005a]

Table 3. Initial and Forcing Fields

Units Source

Initial Fields
Temperature at the surface (TSFC) K NARR
Temperature at 2m (T2m) K NARR
Snow depth (SNOD) m NARR
Snow cover (SNOWC) % NARR
Soil moisture (SM) fraction NARR
Soil temperature (ST) K NARR

Forcing Fields
Pressure at the lowest atmospheric level (P) Pa NARR
Temperature at the lowest atmospheric level (T) K NARR
Specific humidity at the lowest atmospheric level (Q) kg/kg NARR
U-component of wind at the lowest atmospheric level (U) m/s NARR
V-component of wind at the lowest atmospheric level (V) m/s NARR
Geopotential height at the lowest atmospheric level (H) gpm NARR
Pressure at the surface (PSFC) Pa NARR
Temperature at 2m (T2m) K NARR
Planetary boundary layer height (HPBL) m NARR
Downward long-wave radiation fluxes (DLWRF) W/m2 NARR
Downward short-wave radiation fluxes (DSWRF) W/m2 NLDAS-2
Convective precipitation (ACPCP) mm NLDAS-2
Total precipitation (APCP) mm NLDAS-2
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3. Uncertainty Quantification Framework

Figure 2 depicts the uncertainty quantification framework implemented in this study. The methods we used
are briefly described in this section. Further details can be found in Appendices B, C, and D.

3.1. Problem Specification
3.1.1. Parameter Ranges and Distributions
To quantify model parameter uncertainties for terrestrial hydrological modeling, we selected from the CSSP
24 related tunable parameters, whose names, physical meanings, and uncertainty ranges are presented in
Table 4. Feasible ranges of these parameters were determined according to their physical meanings and
previous literature [Johnson, 1967; Judson and Doesken, 2000; Lefebre et al., 2003; Kumar, 2004; Niu and
Yang, 2006; Oleson et al., 2010; Li et al., 2013]. Other model parameters were kept constant at the recom-
mended values. All parameters considered have uniform prior probability distributions.

3.1.2. Evaluation Metrics
Studies have shown that sensitive parameters may vary between different evaluation metrics [Tang et al.,
2007; van Werkhoven et al., 2008]. Therefore, SA or calibration of the model parameters based on a single met-
ric is often inadequate [Yapo et al., 1998; Madsen, 2000; Vrugt et al., 2003; Wagener et al., 2009], even in the
case of a model simulating a single output flux [Gupta et al., 1998]. Thus, model uncertainty quantification
should simultaneously consider multiple relatively unrelated statistics that measure different characteristics of
model simulation capability [Bastidas et al., 1999, 2006; van Werkhoven et al., 2009; Neelin et al., 2010]. To avoid
using metrics with different units, we adopted two normalized statistics, relative bias (RB) and Nash-Sutcliffe
efficiency (NSE) [Nash and Sutcliffe, 1970], for evaluating SD and ET. The former metric was bias normalized
with respect to the mean of the observations, while the latter was root mean square error normalized with
respect to the variance of the observations. McCuen et al. [2006] suggested that these metrics be reported
together when assessing the goodness of fit. The definitions of RB and NSE are as follows:

RB5

1
n

Xn

i51
ðSi2OiÞ

O
(1)

NSE512

Xn

i51
ðOi2SiÞ2Xn

i51
ðOi2OÞ2

(2)

where Si and Oi are simulated and observed values at time i, respectively; O is the mean of observations;
and n is the total number of observations (or simulations).

Each metric for each output variable can be taken as an objective function, providing the four objective
functions: RB of SD, NSE of SD, RB of ET, and NSE of ET. To solve the multiobjective problem, different objec-
tive functions were transformed into a Euclidian distance function following Madsen [2000]:

Fagg Xð Þ5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

j51

Fj Xð Þ1Aj
� �2

vuut (3)

where Fj Xð Þ is the jth of the m objective functions. Specifically, F1 Xð Þ5jRBSDj and F2 Xð Þ512NSESD are
objective functions for SD, and F3 Xð Þ5jRBET j and F4 Xð Þ512NSEET are objective functions for ET. Aj is the
transformation constant reflecting prior information of the jth objective function as:

Aj5 max
k51;2;���;m

Fk;min

� �
2Fj;min ; j51; 2; � � � ;m (4)

where Fj;min (or Fk;min ) is the minimum value of Fj Xð Þ (or Fk Xð Þ), which can be determined based on the ini-
tial experiments.

3.2. Qualitative Sensitivity Analysis
Qualitative SA is often employed in preliminary uncertainty quantification experiments to reduce parameter
dimensionality by screening out parameters that have negligible influences on model responses from all
parameters being investigated. Morris One-At-a-Time (MOAT) screening [Morris, 1991], which performs
Monte Carlo (MC) sampling [Meteopolis and Ulam, 1949] followed by One-At-a-Time (OAT) sampling and

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000406

GAN ET AL. STEPWISE SENSITIVITY ANALYSIS OF LSMS 653



evaluates parameter sensitivities
according to elementary effects, has
been successfully used for preliminary
parameter screening [Saltelli et al., 2004;
Confalonieri et al., 2010]. However, Gan
et al. [2014] showed that the screening
result of the MOAT method for multi-
parameter complex system models may
not be reliable when the number of
parameter levels p is too small (e.g.,
p 5 4 as used by Morris [1991] and Cam-
polongo et al. [2007]). On the other
hand, more sample points are needed
to cover the whole parameter space
when p is too large, because the initial
MC sample points are not uniformly
distributed.

Following van Griensven et al. [2006], we
used Latin Hypercube (LH) sampling
[McKay et al., 1979] to replace MC sam-
pling to generate initial sample points
for the OAT screening method, since LH
combines the merits of stratified and
random sampling, which is known as
LH-OAT screening. Briefly, p LH sample
points were first generated from a
n-dimension p-level orthogonal param-
eter space; then for each LH sample
point, an OAT loop was performed by
varying each of the n parameters one at
a time. Therefore, the total number of
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Figure 2. Uncertainty quantification framework.

Table 4. Selected Parameters and Their Feasible Ranges

No. Parameter Description Min. Max.

P1 tcrit Critical temperature to determine rain or snow (degC) 22.0 4.0
P2 rous Specific yield 0.02 0.30
P3 wtfact Maximum saturated fraction 0.10 0.50
P4 trsmx0 Maximum transpiration rate (mm/s) 0.0001 0.01
P5 dewmx Maximum dew allowed (mm) 0.05 0.30
P6 wssi Irreducible water saturation of snow 0.02 0.10
P7 wimp Water impermeable if porosity less than wimp 0.01 0.10
P8 vegmin Minimum vegetation fraction to be counted 0.001 0.01
P9 pondmx Ponding depth (mm) 5 30
P10 drainf Drainage factor for bedrock flow 0.001 1.0
P11 zashc Reference depth for saturated hydraulic conductivity (m) 0.1 3.0
P12 aniso Anisotropic factor for lateral to vertical 1 2000
P13 csfcov Coefficient for saturation fraction 0.2 0.8
P14 chrough Manning’s roughness coefficient 0.01 0.3
P15 z0m Aerodynamic roughness length (m) 0.0002 2.4
P16 displa Displacement height (zero plane distance) (m) 0.0013 15.6
P17 vmax25 Maximum carboxylation rate at 25 degC at canopy top (mol CO2 m22 s21) 1.0E-05 1.2E-04
P18 effcon Quantum efficiency of vegetation photosynthesis (mol CO2 mol21 photon) 0.03 0.1
P19 gradm Stomatal slope factor 3 10
P20 binter Minimum stomatal conductance (mol CO2 m22 s21) 0.001 0.05
P21 d50 50% roots located above this depth (m) 0.05 0.28
P22 beta Shape-parameter in the logistic dose-response curve for root profile 22.6 21.0
P23 smp_open Soil water potential at stomata fully open for PFTs (mm) 28.5E 1 04 23.0E 1 04
P24 smp_close Soil water potential at stomata fully close for PFTs (mm) 25.0E 1 05 21.5E 1 05
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sample points for p OAT loops is n11ð Þp. When all the experiments were finished, we calculated p elemen-
tary effects for each parameter represented by partial derivatives. Overall and interaction effects of each
parameter were then approximated using the mean and standard deviation of the p elementary effects.

Levy and Steinberg [2010] have suggested as a rough rule of thumb that at least 10 3 n sample points are
needed to identify key parameters. Gan et al. [2014] have demonstrated that 20 OAT loops (i.e., replications)
are sufficient to get a reliable result for MOAT screening, when the number of parameter levels p is set to
between 16 and 32. Here for LH-OAT screening, we set p to 20, which is also the number of replications.
Sample size for this 24-dimensional problem is then (24 1 1) 3 20 5 500, which is more than twice of the
required least sample size 240 (524 3 10). Figure 3 compares the projections of 500 sample points over
two (of twenty-four) parameters that were generated from 4-level MOAT, 20-level MOAT, and 20-level LH-
OAT sampling, respectively. The advantage of LH-OAT sampling is that there is at least one sample point for
each of the parameter levels, ensuring that the parameter space is better explored than in MOAT sampling.

3.3. Surrogate-Based Quantitative Sensitivity Analysis
Quantitative SA is often performed in an effort to apportion total response variance to the contribution of
each parameter; it is well suited for accurate SA of low-dimensional problems due to its robustness and
sophistication. The Sobol’ sensitivity indices [Sobol’, 1993, 2001] perform ANOVA (i.e., Analysis of Variance)-
like decomposition of model response variance, and measure the specific-order sensitivity index of one
parameter by quantifying the attribution of response variance due to the variances of specific-order terms
related to this parameter. One parameter’s total sensitivity index can then be estimated by adding up all
orders of sensitivity indices of this parameter. Theoretically, this method can compute sensitivity indices of
any order. For a high-dimensional problem, however, only the first-order and second-order indices may be
estimated practically, since the number of higher-order terms that must be computed is so large. Homma
and Saltelli [1996] introduced an improved total sensitivity index, STi5Si1Si;ci512Sci , to solve the ‘‘curse of
dimensionality’’ problem. Here Si and Si;ci are representations of first-order and high-order effects of the ith
parameter, respectively; Sci is the sum of all other terms, excluding terms related to the ith parameter. In
this study, we took Sobol’ first-order (denoted as Sobol’-1) and total (denoted as Sobol’-t) sensitivity indices
as quantitative SA measures.

A large number of model runs are required to produce reliable Sobol’ sensitivity indices. Thus, computation-
ally cheaper surrogate models are often adopted to approximate the simulation model for computing
Sobol’ sensitivity indices. We employed the MARS method [Friedman, 1991] to construct the surrogate
model, as it has proven to be effective and efficient [Storlie et al., 2009; Chen et al., 2013; Gan et al., 2014].
Quasi-random LPs(LPTAU) sequence sampling [Sobol’, 1967] was adopted to generate space-filling sample
points, because it not only generates deterministic and uniformly distributed samples, but also allows the
addition of more points with the same uniformity characteristics to the initial samples. Other space-filling
sampling methods such as LH, Orthogonal Array (OA) [Owen, 1992], and OA-based LH (OALH) [Tang, 1993]
could also be used to generate uniformly distributed sample points for constructing surrogate models.

Figure 3. Projections of 500 sample points over two-dimensional parameter space, which are generated from (left) 4-level MOAT, (middle) 20-level MOAT, and (right) 20-level LH-OAT
sampling. Each subfigure has some overlapping points.
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Scaled root mean square error (SRMSE) between the simulation model responses and the surrogate model
responses was estimated using the k-fold cross-validation method [Picard and Cook, 1984]. The surrogate
model is applicable only when the final error of k-fold cross validation is less than a predefined value; if it is
not, more simulation experiments must be added to achieve a reliable surrogate model.

4. Results and Discussion

4.1. LH-OAT Screening
The range for each of the 24 parameters was evenly divided into 20 levels. Thus, 500 (520 3 (24 1 1)) LH-
OAT experiments were designed to screen out the least sensitive parameters. Figure 4 plots relative param-
eter sensitivities to overall effects (upper row) and interaction effects (lower row) of the 18 watersheds for
four objective functions (RB of SD, NSE of SD, RB of ET, and NSE of ET). Although parameter rankings vary
among watersheds as well as among objective functions, some dominant patterns are notable in this figure.
Overall, P6, P7, P11, P13, P14, P15, P17, P18, P19, and P20 are regarded as sensitive parameters, whereas the
others are classified as insensitive ones. Among the above 10 sensitive parameters, P6, P7, P11, P13, and
P14 are directly related to terrestrial hydrological processes, which mainly control runoff generation and
routing; P15, the aerodynamic roughness length, influences the turbulent exchange between land surface
and the atmosphere; and P17, P18, P19, and P20 are associated with leaf photosynthesis and stomatal

Figure 4. Relative parameter sensitivities to (top row) overall effects and (bottom row) interaction effects of 18 watersheds for (a) RB of SD, (b) NSE of SD, (c) RB of ET, and (d) NSE of ET.
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conductance processes, which impact canopy energy exchange, carbon exchange, and water vapor varia-
tion. Specifically, P18, the quantum efficiency of vegetation photosynthesis, is consistently sensitive across
most watersheds for different objective functions.

Comparing parameter sensitivities across watersheds for SD (Figures 4a and 4b) and ET (Figures 4c and 4d),
parameters P6, P7, P13, and P14 are found to be sensitive in some watersheds for SD, but are regarded as
insensitive for ET, reflecting the fact that SD is sensitive to more parameter than ET. In addition, we can see
that the patterns of overall or interaction effects are generally similar for RB and NSE of the same variable
(e.g., top row or bottom row of Figures 4a and 4b). However, there are also differences, the most obvious of
which is that P19 and/or P20 are identified as parameters with low interaction effects by most watersheds
for RB of ET (lower row of Figure 4c), but are identified as those with high interaction effects by the same
watersheds for NSE of ET (lower row of Figure 4d). Distinct differences are also detectable between RB of SD
and NSE of SD for watersheds 13 and 14. All these observations suggest that parameter sensitivities vary to
some extent with metrics as shown in Tang et al. [2007] and van Werkhoven et al. [2008].

Considering the same objective function, the number of sensitive parameters across watersheds varies
from 1 (e.g., watershed 5) to 6 (e.g., watershed 7) for SD, and from 1 (e.g., watershed 4) to 5 (e.g., water-
shed 17) for ET, which reveals the combined influences of different hydroclimatic regimes [Bastidas et al.,
2006; Demaria et al., 2007], as well as soil textures and vegetation types [Hou et al., 2012]. For example, in
watersheds with the vegetation type of broadleaf forest (i.e., watersheds 1, 2, 4, 5, 6, and 11), the quantum
efficiency of vegetation photosynthesis (P18) is identified as the most sensitive parameter, as it controls
the canopy photosynthesis and hence the ET and SD. For vegetation types of cropland (watershed 7) and
grassland (watershed 16), where land surfaces are sparsely vegetated and photosynthesis is weak, refer-
ence depths for saturated hydraulic conductivity (P11) become as or even more important than the quan-
tum efficiency of vegetation photosynthesis (P18). The parameter sensitivity patterns for watersheds 3
and 8 are different even though they have similar vegetation types, which is a good illustration of the
influences of hydroclimatic regime and soil texture. In fact, hydroclimatic regime plays a more important
role than vegetation type and soil texture in the performance of LSM parameters [van Werkhoven et al.,
2008; Rosero et al., 2010]. The sensitivity patterns of watersheds 13 and 14 are different for NSE of SD,
even though they have the same vegetation types and soil textures and share the same hydroclimatic
regimes. Other studies have also noted inconsistent parameter behavior between watersheds with the
same physical properties [Demaria et al., 2007; Rosero et al., 2010]. The implication of our observations is
that although the behaviors of LSM parameters mainly depend on hydroclimatic regime, vegetation type
and soil texture, other uncontrollable factors such as nonlinear effect may also be influential. Transfer of
these physically based model parameters between watersheds that share the same physical properties is
sometimes infeasible, and observational data should be used to analyze more related physical processes
in order to strengthen our understanding of parameter behavior before conducting the transfer as sug-
gested by Rosero et al. [2010].

The importance of parameter interactions is further illustrated by the fact that parameters with low overall
effects may have significant interaction effects, which should also be considered as sensitive parameters.
For example, P15 is identified by watersheds 9, 10, 13, and 14 as a parameter with high interaction effects
but low overall effects, as it is shown in Figure 4a.

4.2. Validation of Surrogate Model and Output Uncertainty
After qualitatively evaluating model parameter sensitivities and appropriately reducing parameter dimen-
sionalities from 24 to 10, we designed 200, 400, 600, and 800 LPTAU experiments, and then used corre-
sponding parameter sets and model responses (i.e., aggregate objective function values) to construct MARS
models for surrogate-based quantitative SA. The prediction accuracies of the MARS models with different
sample sizes were evaluated using fivefold, tenfold, fifteenfold, and twentyfold cross-validation schemes.
Figure 5 compares the SRMSE values obtained by MARS with different sample sizes and cross-validation
schemes. Theoretically, the performances of different sample sizes (or cross-validation schemes) reflect the
tradeoff between prediction accuracy and time. As can be seen from Figure 5 that prediction accuracy
increases with sample size, but shows no obvious trends for different cross-validation schemes because of
the stochastic training of MARS with a limited number of iterations [Zhang et al., 2009]. Generally, SRMSE
values are acceptable and similar for different cross-validation schemes when the sample size is equal to
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800. Moreover, the performance of MARS varies across watersheds due to differences in their physical
characteristics.

Before calculating the Sobol’ sensitivity indices, we further analyzed the output uncertainty ranges of the
800 LPTAU experiments as suggested by Huang et al. [2013], to check whether the observations could be
captured by the possible output ranges. Figure 6 shows the boxplots of SD and ET for the ensemble simula-
tions across 18 watersheds. The output uncertainties are summarized by the minimum, first quartile (25%),
median (50%), third quartile (75%), and the maximum of the ensemble simulations. The figure also presents
the observations (denoted by red circles), and the outputs of the control simulation (represented by blue
squares).

Compared to the observations, ET of the control simulation is generally underestimated in the summer
across all watersheds except watershed 15, which overestimates ET for the whole year. The situation of SD
in the control simulation is more complicated. When comparing its outputs with the observations, most
watersheds overestimate SD for the whole year, whereas watersheds 4, 13, 14, and 17 underestimate SD for
3 or 4 months. These deviations between the observations and the outputs of the control simulation were
the motivation behind our attempt to create a systematic SA and optimization of the model parameters.

As for the ensemble simulations, the observations overall lie within their output ranges with a few excep-
tions. For example, the observed SD is not well bounded in spring for watersheds 2, 5, 6, 16, 17, and 18, and
is not well bounded in May or June for watersheds 13 and 14. We inferred that the physical bounds of the
inputs are reasonable but the ensemble experiments are not enough to capture the whole output uncer-
tainty ranges, because the observations fall within output bounds in June for watersheds 13 and 14 when
the control simulation is included in the ensemble simulations. Note that this does not mean that 800
LPTAU experiments are not sufficient for quantitative SA or the construction of surrogate models, but rather
reflects the strong interactions among the selected model parameters. Another possible reason for the
observations outside of the output ranges is that the observed SD and/or ET are not highly accurate in
some watersheds. Similar to other studies [Hou et al., 2012; Huang et al., 2013], the uncertainty ranges of ET
are wider for the summer than for the cold seasons. This can be explained by the fact that summer ET is

Figure 5. Comparison of scaled RMSE values obtained by MARS with different sample sizes (200, 400, 600, and 800) and cross-validation schemes (fivefold, tenfold, fifteenfold, and twen-
tyfold). for watershed 1 to 18 (a–r), respectively.
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much higher, and therefore their variations for the ensemble simulations are larger, which also implies that
summer ET is more sensitive to selected parameters. In addition to addressing the poor performance of the
control simulation for summer ET, as previously stated, it is certain that summer ET could be improved by
parameter optimization.

4.3. MARS-Based Sobol’ Sensitivity Analysis
The MARS model based on 800 sample points was used in lieu of the simulation model to predict output
response, and 200,000 LPTAU sample points were then used to estimate Sobol’ sensitivity indices for each

Figure 6. Monthly variations of (a) SD and (b) ET of 18 watersheds, due to parameter uncertainties. The red cycles are observations and blue squares are outputs of the control
simulation.
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objective function of each watershed. Figure 7 provides a detailed portrayal of the Sobol’ sensitivity indices
of 18 watersheds for four objective functions (RB of SD, NSE of SD, RB of ET, and NSE of ET). In each subfig-
ure, the red bar represents the first-order sensitivity (main effect), while the blue bar indicates the higher-
order sensitivity (interaction effect), and therefore the total sensitivity (total effect) is denoted by the sum of
the red and blue bars. It is shown that parameter interaction is the principal mechanism for sensitivity, indi-
cating that the model is nonadditive and that the response surface of the model is highly nonlinear.

In general, about 1–5 parameters control most of the model response variance in the 18 watersheds. The
most important parameters are the reference depth for saturated hydraulic conductivity (P11), the quantum
efficiency of vegetation photosynthesis (P18), and the minimum stomatal conductance (P20). The maximum
carboxylation rate (P17) and the stomatal slope factor (P19) are of secondary importance, and the other

Figure 7. Sobol’ sensitivity indices of 18 watersheds for (a) RB of SD, (b) NSE of SD, (c) RB of ET, and (d) NSE of ET. Each subfigure from top to bottom shows watershed 1 to watershed
18 (as represented by W1, W2, etc.), respectively.
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parameters have less impact on model responses. Consistent with both our expectations and the sensitivity
results of LH-OAT screening, the photosynthetic and respiratory parameters P17, P18, P19, and P20, which
control the variation of canopy water, exert significant influences on ET. Beyond being dominated by one of
the photosynthetic and respiratory parameters such as P18 (for watersheds 2, 3, 4, 5, 6, and 11) or P20 (for
watersheds 13, 14, and 15), the sensitivity pattern for SD is much more controlled by the reference depth
for saturated hydraulic conductivity (P11), which directly controls the saturated hydraulic conductivity and
hence the runoff generation. The variation of sensitive parameters is bigger for SD than for ET, demonstrat-
ing a shift in the dominant mechanisms for the generation of SD across watersheds.

Comparing the result of Sobol’ SA (Figure 7) with that of LH-OAT screening (Figure 4), the parameter sensi-
tivity patterns of the same watershed are generally consistent, with a few fluctuations. For example, P18 is
taken as the most sensitive parameter for SD of watershed 1 by LH-OAT screening, while P11 is treated as
the most sensitive parameter for SD of the same watershed by Sobol’ SA. These observations demonstrate
that the dominant mechanisms of SD and ET are identifiable by both LH-OAT screening and Sobol’ SA
methods. On the other hand, differences also exist between the results of these two methods under some
circumstances, due to the influence of high nonlinearity.

To get a more objective ranking of multiobjective parameter sensitivity, we also quantified the contribution
of each parameter to the variance of the aggregate objective function. Ranked percentages of Sobol’ total
sensitivity indices for aggregate objective function of 18 watersheds are shown in Figure 8. Parameters are
represented by different fill patterns with different colors. Apparently, P11 plays the most significant role in
the response variances for watersheds 1, 3, 7, 8, 9, 10, 12, 16, 17, and 18; while P18 exerts the most control
for watersheds 2, 4, 5, 6, and 11. The most sensitive parameters for watersheds 13, 14, and 15 are P7, P15,
and P13, respectively; these are different than the sensitive parameters in other watersheds. Overall, the
most influential parameter corresponds to between 28% and 68% of the response variance across water-
sheds. Furthermore, the first five parameters make up 88% to 99% of the response variance across water-
sheds, and are sufficient to explain most of the model performance for SD and ET. Thus, the last five
parameters, which have little or no influence on model response, can be fixed to default values in the
parameter estimation process.

Comparing Figure 8 with Figure 7, it is notable that parameter sensitivity rankings for aggregate objective
function are similar to those for objective functions of SD (i.e., RB of SD, and NSE of SD), indicating that the
objective functions of SD contribute most to the aggregate objective function. This is because the best
objective function values of SD are worse than those of ET, and larger weights are then given to objective
functions of SD, as stated in section 3.1.2.

Figure 8. Ranked percentages of Sobol’-t for aggregate objective functions of 18 watersheds.
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Rosolem et al. [2012] also presented a multiobjective implementation of the Sobol’ method, which has proven to
be superior to single-objective approaches while avoiding the subjectivity involved in pseudo multiobjective
methods. However, their method is too time consuming to be applied in complex system models, as it not only
requires large numbers of model simulations to get the Sobol’ sensitivity indices, but also needs a large number
of simulations to further get the linear correlation coefficients between objective function values for the samples
of the rank-to-r sensitivity group parameter space and those for the samples of the total parameter space. On the
other hand, our method is more efficient since we use the computationally cheaper surrogate model to approxi-
mate the complex LSM, and evaluate and rank the contribution of each parameter to the variance of the aggre-
gate objective function values by using Sobol’ total sensitivity indices directly. A potential shortcoming of our
multiobjective implementation, as stated in Rosolem et al. [2013], is that a small change of the cutoff threshold
may affect the number of influential parameters dramatically when the total number of considered parameters is
large. Our suggestion is that a preliminary screening should be done first to reduce parameter dimensionality
before adopting the multiobjective Sobol’ method, and this is what we have shown in this paper.

5. Summary and Conclusions

An uncertainty quantification framework was introduced in this paper to analyze parameter sensitivities of
large and complex system models. By applying it to the CSSP with 24 uncertain parameters, we aimed at iden-
tifying the parameters that dominate model behavior. Using 14 year (January 1982 to December 1995) records
of the USGS observed SD and observation-based ET for 18 representative watersheds across CONUS, we gradu-
ally identified the sensitive parameters for the simulation of SD and ET across watersheds, by taking a multiob-
jective two-stage approach using first qualitative and then quantitative SA. We chose LH-OAT screening and
MARS-based Sobol’ sensitivity indices for the two stages, respectively. The former is efficient but less nuanced,
while the latter is accurate and robust but computationally expensive. Although the application of the uncer-
tainty quantification framework was used for a single offline LSM and focused on the CONUS region, we cer-
tainly believe that some conclusions from our sensitivity analyses of the CSSP have more general application.

Our sensitivity analyses showed that this multiobjective two-stage SA approach is effective and efficient for
understanding and simplifying complex system models, such as the CSSP with its high-dimensional parameter
space. Principal mechanisms of the terrestrial hydrological processes are identifiable and remarkably consist-
ent with both LH-OAT screening and Sobol’ sensitivity indices. In general, the dominant parameters are similar
across metrics of the same output variable, with a few exceptions that vary across watersheds. Parameter
interactions contribute most to the response variance of the CSSP, and only 5 out of 24 considered parame-
ters dominate model behavior. Photosynthetic and respiratory parameters (P17, P18, P19, and P20) are more
influential to ET, whereas reference depth for saturated hydraulic conductivity (P11) is the influential parame-
ter for SD of the most watersheds. The lack of sensitivity for most of the considered parameters suggests that
the CSSP may be overparameterized [Jakeman and Hornberger, 1993; Bastidas et al., 2006; Rosero et al., 2010]
for terrestrial hydrological modeling, if the parameterizations are assumed to be correct.

Based on the comparison of parameter sensitivities across watersheds, we further conclude that parameter
sensitivity patterns mainly depend on hydroclimatic regime, as well as vegetation type and soil texture.
However, nonlinear effect is an unavoidable factor that governs complex system models and makes param-
eter estimation a tough problem. Overparameterization and high nonlinearity cause equifinality of model
performance [Beven, 1993, 2006]. These observations remind us to carefully consider watershed physical
characteristics when we attempt to use physical principles to design LSMs or explain parameter behaviors,
especially when we try to transfer the optimized parameter sets from one watershed to another with so-
called ‘‘similar’’ physical characteristics.

According to a comparison of the results of the MARS model using different sample sizes and cross-validation
schemes, MARS was demonstrated to effectively approximate the computationally intensive CSSP at the cost
of 800 LPTAU samples. Output uncertainty ranges for the 800 simulations generally captured the monthly
observations, indicating that the model structure is warranted to predict SD and ET, and that parameter
ranges and prior distributions were reasonably assigned. On the other hand, deviations between observations
and outputs of control simulation suggest that the predictive ability of the CSSP can be improved by parame-
ter optimization, which is the subject of our next study. We further assert that model skills can be better
improved if more observed data, such as soil moisture, can be used to constrain the CSSP.
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In light of the expensive computational resources needed for uncertainty quantification of large and complex
system models, our multiobjective two-stage SA approach provides an efficient solution for identifying the prin-
cipal mechanisms and reducing the parameter dimensionality of complex system models. A caveat is that we
did not consider data uncertainties from the observations, forcing and boundary conditions. Since uncertainty
quantification of LSM parameters are specific to the watersheds and models, in future works we will test the
framework in other regions and using other LSMs. Furthermore, LSM parameters may exhibit different behaviors
in coupled mode and offline mode due to land-atmosphere interactions [Liu et al., 2004]. Therefore, we are also
interested in conducting uncertainty quantification for the CWRF model which integrates the CSSP.

Appendix A: Streamflow and Evapotranspiration Representation of the
Hydrologically Enhanced CSSP

The CSSP simulates streamflow by combining the routed surface flow with the unrouted subsurface runoff
[Choi et al., 2013]. To estimate specific discharge (discharge per unit drainage area) of total streamflow at a grid
point (denoted as SD), the specific discharge of surface flow is added to the averaged subsurface runoff as:

SD5
Qs

nfaA
1Rsb (A1)

where Qs is the discharge of surface flow, nfa is the number of flow accumulation grids at the target grid
point, A is the area of unit grid, and Rsb is the subsurface runoff averaged for the total upstream grid cells
contributing to the target grid point.

The CSSP utilizes the diffusion wave equation for a surface flow routing scheme, which is an approximated
solution of the full dynamic wave equations for unsteady surface flow as:

@h
@t

1cd
@h
@xc

5Dh
@2h
@x2

c
1Rs (A2)

where h is the flow depth, t is the computational time scale, xc is the longitudinal flow direction coordinate,
cd is the diffusion wave celerity, and Dh is the hydraulic diffusivity. Rs is the net surface runoff on the
exchange of water between the surface and the subsurface, which includes both Horton and Dunne runoff
generation mechanisms, as well as the influence of overland flow depth h for a time-increment Dt:

Rs5 ð12FimpÞmax ½0;Qw2Imax �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Hortonian

1 FimpQw|fflfflffl{zfflfflffl}
Dunnian

2h=Dt (A3)

where Fimp is the impermeable area fraction consisting of the fractional saturated area and the frozen area,
and Imax is the maximum potential infiltration rate. Qw is the total available water supply rate on the surface
as:

Qw5Qrain1Qdew1Qmelt1h=Dt (A4)

where Qrain, Qdew , and Qmelt are rainfall, dewfall, and snowmelt rate at the surface, respectively. Note that
the influence of overland flow depth on both infiltration rate and surface runoff is incorporated for the com-
prehensive surface and subsurface coupling in the CSSP.

In the CSSP, subsurface runoff consists of three components as:

Rsb5Rsb;bas1Rsb;dra1Rsb; sat (A5)

where Rsb;bas, Rsb;dra , and Rsb;sat denote subsurface runoff from baseflow, bottom drainage, and saturation
excess, respectively. Note that subsurface runoff is calculated directly from the above three components in
each soil column without any interacting or routing schemes for horizontal adjacent soil grids.

The evapotranspiration (ET) scheme is based on the CLM4.0 [Oleson et al., 2010]. The water vapor flux ET
between the surface at height of roughness length z0 plus displacement height d and the atmosphere at
reference height zatm is:

ET52qatm
ðqatm2qsÞ

raw
(A6)

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000406

GAN ET AL. STEPWISE SENSITIVITY ANALYSIS OF LSMS 663



where qatm is the air density, raw is the aerodynamic resistance to water vapor transfer, and qatm and qs are
the specific humidity at the atmosphere and the surface, respectively.

The water vapor flux ET must be balanced by the sum of the water vapor flux from the vegetation Ev and
the ground Eg [Oleson et al., 2010] as:

ET5Ev1Eg (A7)

where Ev and Eg are formulated, respectively as:

Ev52qatm
ðqs2qTv

satÞ
rtotal

(A8)

Eg52qatm

bsoiðqs2qgÞ
r 0 aw1rlitter

(A9)

Here qTv
sat is the saturation specific humidity at the vegetation temperature Tv , and qg is the specific humidity

at the ground surface. rtotal is the total resistance to water vapor transfer from the canopy to the canopy air,
including contributions from the leaf boundary layer and sunlit and shaded stomatal resistances. r

0
aw is the

aerodynamic resistance to water vapor transfer between the ground and the canopy air. rlitter is the resist-
ance for the plant litter layer. bsoi is an empirical function of soil water to represent the molecular diffusion
process from the soil pore to the surface within the dry part of the soil [Sakaguchi and Zeng, 2009].

Equations (A6)–(A9) can be solved for the canopy specific humidity qs:

qs5
cw

a qatm1cw
g qg1cw

v qTv
sat

cw
a 1cw

g 1cw
v

(A10)

where cw
a , cw

g , and cw
v are the water vapor conductance terms from canopy to the atmosphere, ground to

canopy air, and leaf to canopy air, respectively.

Substituting equation (A10) into equations (A8) and (A9) gives, respectively:
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Finally, the water vapor flux Ev and transpiration flux Et
v are updated for changes in leaf temperature as:
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where r
00

dry is determined by the fraction of dry leaves, and sunlit and shaded leaf area indices.

Appendix B: LH-OAT Screening

Assume that we have n parameters X1; X2; � � � ; Xn Xi 2 0; 1½ �; i51; 2; � � � ; nð Þ, and the range of each parame-
ter is partitioned into p21 equal intervals. Thus, we get a n-dimension p-level orthogonal parameter space,
where each parameter can take on values from p predetermined values. First, p LH sample points are gener-
ated from this orthogonal parameter space; and then, for each LH sample point, n sample points are gener-
ated by perturbing each of the n parameters one at a time with a predefined step. The total number of
sample points required is thus N5 n11ð Þp.

The elementary effect of the ith parameter is defined as:

di5 f X1; � � � ; Xi21; Xi6D; Xi11; � � � ; Xnð Þ2f X1; � � � ; Xi21; Xi; Xi11; � � � ; Xnð Þ½ �=D (B1)
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where f Xð Þ is the response function of parameter set X, and D is the space step, which is usually set to
p= 2 p21ð Þ½ � when p is even [Morris, 1991]. The final sensitivity measures of the ith parameter can then be
calculated as:

li5
Xp

j51

jdi jð Þj=p (B2)

and

ri5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXp

j51

di jð Þ2lið Þ2=p

vuut (B3)

where li and ri are the mean and standard deviation of di , and can be used to evaluate overall and interac-
tion effects, respectively. Campolongo et al. [2007] suggested considering li in absolute value to solve the
problem of the effects of opposite signs in gradients.

Appendix C: Sobol’ Sensitivity Indices

Let the function Y5f Xð Þ5f X1; X2; � � � ; Xnð Þ, where Xi 2 0; 1½ � (i51; 2; � � � ; n). Assume that the model output
can be decomposed into terms of increasing dimensionality as follows:

Y5f Xð Þ5f01
Xn

i51

fi Xið Þ1
Xn

i51

Xn

j>i

fi;j Xi ; Xj
� 


1 � � �1f1;2;���;n X1; X2; � � � ; Xnð Þ (C1)

where f0 is a constant, fi Xið Þ are the functions of one variable, and fi;j Xi; Xj
� 


are the functions of two varia-
bles, etc. The total variance of the output can be written as:

V Yð Þ5
ð1

0
� � �
ð1

0
f

2

Xð ÞdX2f 2
0 (C2)

while the contribution of a generic term fi1;���;is 1 � i1 < � � � < is � nð Þ to the total variance can be written as:

Vi1;���;is 5

ð1

0
� � �
ð1

0
f 2

i1;���;is
Xi1 ; � � � ; Xisð ÞdXi1 � � � dXis (C3)

Thus, the ANOVA-like decomposition of total variance can be expressed as:

V Yð Þ5
Xn

s51

Xn

i1<���<is

Vi1;���;is 5
Xn

i51

Vi1
Xn

i51

Xn

i<j

Vi;j1 � � �1V1;2;���;n (C4)

The Sobol’ sensitivity indices are defined as:

Si1;���;is 5Vi1;���;is=V Yð Þ; 1 � i1 < � � � < is � n: (C5)

The measure proposed by Homma and Saltelli [1996] provides a simple way for computing the total effect
of each input variable. The total effect of the ith input is defined as:

STi5Si1Si;ci512Sci (C6)

where Si and Si;ci are representations of first-order effect and high-order effect, respectively; Sci is the sum of
all the Si1;���;is terms that excludes the index i.

Appendix D: Multivariate Adaptive Regression Splines (MARS) and k-Fold
Cross Validation

Let the function Y5f Xð Þ5f X1; X2; � � � ; Xnð Þ, where parameter Xi 2 X (i51; 2; � � � ; n). MARS model can be
used to approximate the relationship between parameters and function responses as:

Ŷ 5f̂ ðXÞ5a01
XM

m51

am

YLm

l51

sl;m Xvðl;mÞ2tl;m
� 
� �q

1
(D1)
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where a0 is a constant, am are fitting coefficients, M is the number of basis functions, Lm is the number of
knots, sl;m takes on values of either 1 or 21 and indicates the right/left sense of the associated step func-
tion, vðl;mÞ is the label of the independent variable, and tl;m indicates the knot location. The subscript ‘‘1’’
means the function is a truncated power function:

sl;m Xvðl;mÞ2tl;m
� 
� �q

1
5

sl;m Xvðl;mÞ2tl;m
� 
� �q

sl;m Xvðl;mÞ2tl;m
� 


> 0

0 sl;m Xvðl;mÞ2tl;m
� 


� 0

(
(D2)

The k-fold cross validation can be employed to assess the accuracy of the MARS model. Namely, N
parameter-response pairs Xj; Yj

� 

for j51; 2; � � � ;N were splitted into k roughly equal subsets, and the surro-

gate model was fitted k times, each time leaving out one of the subsets from training and using the omitted
subset to compute error measures [Queipo et al., 2005]. SRMSE is calculated by

SRMSE5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Xk

p51

XN=k

j51

Ŷ
j
p2Yj

p

Yj
p

 !2
vuuut (D3)

where Ŷ
j
p and Yj

p are the predicted and actual response values of the jth sample point of the pth subset,
respectively.
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Erratum
In the originally published version of this article, there were errors in the text of sections 1 and 2. These errors have since been corrected,
and this version may be considered the authoritative version of record.
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