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[11 The density of gas phase contaminants may be responsible for several important
transport phenomena in porous media. One-dimensional laboratory experiments were
conducted to explore the transport of a dense gas (Freon-113) through an air-dry sand. Gas
densities were measured and fluxes were estimated during transport through a column
filled with oso-flaco sand. Significant differences in density profiles and fluxes were
observed for the three primary flow directions (horizontal, vertically upward, and
vertically downward) at high source densities. Estimates indicate that pressure gradients of
up to 20 Pa/m measured in the first 2.5 cm of the column were possibly due to the
nonequimolar diffusion of Freon and air. Simulated Freon densities from numerical
models based on the standard Darcy-Fickian transport equation did not compare well
against measured density data. Density profiles generated by the model differed from the
data by up to 400%. Numerical simulations indicated that slip flow may be significant
relative to Darcy advective flow, but the slip phenomenon did not account for the
discrepancy between model simulations and data. Further research and equation
development will be necessary in order to ascertain why the standard theory does not
adequately describe the diffusive and advective transport processes for dense

gases.
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1. Introduction

[2] Concern about the fate of gas phase chemical con-
taminants in soils and subsurface porous materials stems
from many possible contaminant scenarios, including spills
and improper disposal of industrial solvents and gasoline,
intentional application of agricultural chemicals, as well as
the natural occurrence of compounds such as radon. The
increasing popularity of monitored natural attenuation as a
subsurface remediation strategy [Bekins and MacDonald,
2001] necessitates a complete understanding of gas phase
transport under natural conditions. Additionally, several
field studies have found that gas phase contaminants can
arrive at the water table ahead of a liquid contaminant
plume [Sleep and Sykes, 1989; Rivett, 1995; Conant et al.,
1996], underscoring the importance of a rigorous knowl-
edge of their transport mechanisms. Under field conditions,
the fate of gaseous contaminants may be controlled by their
densities, and temperature and pressure gradients in the soil
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[Schery et al., 1984; Falta et al., 1989; Mendoza and Frind,
1990b; Massmann and Farrier, 1992; Auer et al., 1996;
Cahill and Parlange, 1998].

[3] Most previous studies on the effect of gravity on gas
transport in porous media have modeled transport by
employing standard advective-diffusive transport equations.
Advective flux (kg m—> s™') is represented by

k [dP
Tado, = —pp o | 1
d. pFu{derpg} (1)

Darcy Velocity

where pp (kg/m’) is the density of the chemical of interest, k
(m?) is the permeability, ju (Pa s) is the mixture viscosity, P
(Pa) is the total pressure, z is distance (m), p (kg/m3) is the
total gas phase density and g (m/s?) is gravitational
acceleration. The two advective driving forces are the
pressure gradient, dP/dz and the body force, pg. Diffusive
flux (kg m s~ ') may be expressed as

du)p
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where Dp (m*/m s) is the binary diffusion coefficient in the
porous media of interest and wr (kg/kg) is the mass fraction
(pr/p) of the chemical of interest. Numerical simulations
based on this theory have demonstrated that “density-
driven” flow may indeed be an important transport
phenomenon in standard contaminant transport scenarios.
Sensitivity analyses have shown that this transport mechan-
ism may be highly sensitive to permeability [Falta et al.,
1989; Mendoza and Frind, 1990a] and source vapor density
[Mendoza and Frind, 1990a].

[4] Experimental studies on the effects of gas phase,
density-driven flow have been presented by Mendoza and
Frind [1990b] and Lenhard et al. [1995]. Mendoza and
Frind explored the transport of TCE in a large trough filled
with sand. Reasonable agreement was generally found
between their advection-dispersion model and measured
breakthrough curves. Lenhard et al. [1995] using an anal-
ogous “two-dimensional” experimental set-up showed that
an advective-diffusive transport model which considered the
effects of gravity provided a much better fit to the exper-
imental data than did a purely diffusive model. Both of
these studies utilized vaporizing liquid TCE as the contam-
inant source and clearly pointed to the possible importance
of gravity in dense gas transport. In their modeling efforts,
both Mendoza and Frind [1990b] and Lenhard et al. [1995]
utilized fitted dispersivities. Unfortunately, neither experi-
ment was designed to isolate the driving force which
controls the transport. While two-dimensional experiments
are certainly more representative of physical conditions
prevailing in the field, they may present additional complex-
ities in regard to isolating the effect of gravity from other
driving forces. Additionally, neither of these two studies
controlled for driving forces such as pressure differentials
that can easily overwhelm transport due to gravity or
molecular diffusion. Pressure differentials may be generated
externally by things such as air movement across the soil
surface or internally due to the vaporizing TCE. Modeling
results presented by Thorstenson and Pollock [1989] indi-
cated that pressure differences greater than 1 Pa may
potentially generate significant gas fluxes. This confirms
the necessity of employing carefully controlled experiments
which minimize and account for any significant external
driving forces.

[s] When exploring the transport of dense gases it may
also be necessary to account for slip flow due to non-
equimolar counter diffusion of gases with differing molec-
ular masses. This effect was first observed by Graham
[1833] in his experiments on the diffusion of gases through
porous pellets. Kramers and Kistemaker [1943] developed a
theory for the pressure gradients observed between the ends
of a capillary tube through which gases of differing molec-
ular weight were diffusing. Various studies have explored
this phenomenon by measuring and predicting pressure
differences between the ends of porous plugs [Hejtmanek
et al., 1998, 1999]. Up to this point, no one has explored
what shape the pressure profile will take within the porous
media. In order to fully understand and quantify the trans-
port due to nonequimolar or slip flow it may be necessary to
explore the behavior of internal pressure gradients associ-
ated with this phenomenon.

[6] The primary objectives of this study were to examine
the equations which govern gas phase density-driven flow
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and to examine other possible flux mechanisms of similar
magnitudes (such as slip flow) by employing laboratory
experiments and numerical modeling studies. One-dimen-
sional transport experiments were conducted in an attempt
to isolate the effects of gravity and internal pressure
gradients on the transport of dense gases through porous
media. The experimental system was constructed in an
attempt to eliminate external driving forces other than
gravity. Source gas densities corresponded to those which
may be expected near areas of residual liquid contamination
in field soils. Numerical models were used to determine the
ability of the traditional forms of the transport equations to
describe the experimental results.

2. Materials and Methods
2.1.

[7] Freons have been noted to have much lower sorption
coefficients than other gas phase organic compounds such
as toluene [Petersen et al., 1994]. Because of Freon-113’s
relatively low adsorption onto oso-flaco sand, it was
necessary to maximize the ratio of sand volume to total
gas volume in the batch experiments (i.e., maximize the
sand surface available for adsorption) in order to obtain
accurate sorption isotherms. Sorption experiments were
conducted by packing 64 mL vials with air-dry sand and
recording the mass of sand added (~95 g). A small volume
of free air (~3 mL) was left in each bottle to facilitate
mixing of the sand when the bottles were place in a rotator.
The sand-filled vials, as with the entire apparatus in the
transport experiments, were flushed with “house air” with
a relative humidity of less than 1%. The measured water
content of the sand was 0.0012 (kg/kg). The sand-filled
vials were capped with Mininert valves (VICI Inc.) in
order to allow injection of Freon and subsequent gas
sampling. Before injecting Freon into the vials, a measured
amount of air was removed corresponding to the gas
volume of Freon which was to be added. In order to obtain
equilibrium gas concentrations close to saturation, a meas-
ured amount of liquid Freon was added to the vials and
allowed to completely volatilize (the air removed from
these vials was equal to the volume of Freon gas pro-
duced). For lower density values, a measured amount of a
known Freon standard was added. The vials were then
tumbled for 2 h, gas samples were taken and analyzed on a
gas chromatograph equipped with a flame ionization
detector (SRI 8610). Preliminary experiments, in which
gas samples were taken over a 24-hour period, indicated
that the gas densities reached equilibrium in less than 1 h.
Equilibrium Freon gas densities ranged from 3.4 x 10~ to
1.3 kg/m’.

2.2. Transport and Pressure Gradient Experiments

Adsorption Isotherm

[8] Experiments were conducted in an apparatus consist-
ing of a stainless steel cylinder packed with air-dry oso-
flaco sand with large chambers on either end (see Figure 1).
The volumes of the inlet and outlet chambers were 31 and
16.3 L, respectively, and they were constructed of 3.2 mm
thick stainless steel. The sand column was 0.4 m long with
an [.D. of 7.7 cm. The sand was packed into the column by
adding measured amounts of sand (~0.5 kg at a time), then
tapping the side of the column to settle the sand and finally
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Figure 1. Schematic diagram ofthe experimental apparatus.

gently tamping the sand in the column. This method had
been previously demonstrated to give packed columns with
highly reproducible and uniform physical properties. The
sand was packed through the entire length of the column
(0.4 m) and was held in place with stainless steel screens
placed over the ends of the column. Teflon gaskets were
placed between the chambers and the column, and the
chambers were bolted onto the column so that the ends of
the column were flush with the edges of the chambers. After
assembly, the entire system was checked for leaks. Any
leaks which were found were sealed and rechecked before
proceeding with the experiments. All experiments reported
in this work were conducted on the same packed sand
column. Between experiments, the entire system was
flushed with “house air”, as described above, until no
measurable amounts of Freon were present (detection limit
of 1.0 x 107* kg/m>).

[o] Freon-113 (1,1,2 Trichloro- 1,2,2 triflouroethane)
was utilized as the tracer gas due to its relatively high
molecular weight and vapor pressure. This made it possible
to create high inlet concentrations and mixture densities
and to more easily observe the pressure and gravity effects
of interest. The binary diffusion coefficient in the column
was determined by fitting numerical model output to data
from a horizontal transport experiment conducted at trace
Freon-113 source density (0.010 kg/m®) with no measura-
ble pressure gradients present (transducer sensitivity of 0.01
Pa). The use of a simple analytical solution was not
possible due to the nonlinear nature of the sorption, as
described below. The permeability was measured by flow-
ing pure air through the column at 12 different constant
flow rates (from 7 x 1077 to 4 x 107° m’/s). By
measuring the corresponding pressure drops across the
column (ranging from 0.45 to 2.45 cm of H,0), and
knowing the viscosity of air, Darcy’s law could be utilized
to obtain the average permeability (coefficient of variance
of 3.6 %). Table 1 presents the physical and chemical
properties of the experimental system.

[10] The two chambers were vented with 2 m lengths of
9.5 mm LD. tygon tubing. The ends of the tubes were left
open and placed next to each other in order to eliminate
pressure gradients caused by external influences. Early
experiments indicated that short-lived pressure gradients
between the inlet and outlet chambers were generated in a
completely closed experimental system by routine handling
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of the chambers, which would deform them enough to
cause a measurable increase in pressure. The relatively
large diameter of the tubes allowed relief of any momentary
pressure build up while the length of the tubing reduced
diffusive transport through the tubing. Mass balance esti-
mates have shown that approximately 5—10% of the initial
mass in the inlet chamber was lost through the vent tubing.
It was demonstrated that presence or absence of the vent
tubing did not otherwise affect the pressure gradients
observed within the sand column (i.e., pressure gradients
measured in closed undisturbed system were the same as
those measure with vent tubing present). Experiments were
run in a 25°C constant temperature room, and the apparatus
was insulated, eliminating any temperature gradients in the
experimental apparatus caused by small oscillations in the
room temperature (~0.5°C).

[11] Experiments were initiated by injecting a measured
amount of liquid Freon into the inlet chamber and allowing
it to vaporize. A plunger connecting the chamber to the
column was kept closed until the Freon had fully vaporized,
the Freon density stabilized, and the initial pressure build up
in the inlet chamber, due to the Freon vaporization, had
completely dissipated. The plunger was then slowly pulled
away from the column face, and Freon was allowed to enter
the column. Pressure gradients measured between the two
chambers indicated that the action of the plunger did not
noticeably affect the pressure in the system. The pressure
difference between the inlet and a port 2.5 cm from the inlet
was continuously recorded throughout the transport experi-
ments (the pressure gradient experiments indicated that the
most significant gradients occurred in this section of the soil
column). During transport experiments, gas samples were
taken with 50 pL gas sampling syringes (Hamilton) through
mininert (VICI Inc.) ports located along the column (at 5,
15, 25, and 35 cm from the inlet) and in the inlet and outlet
chambers. The gas samples were analyzed by gas chroma-
tography. The data presented in this work correspond to
transport experiments conducted in three ranges of initial
Freon density in the inlet chamber: “high” (prreon ~ 1.7—
1.9 kg/m?), “mid” (ppreon ~ 0.6—0.8 kg/m’) and “low”
(PFreon =~ 0.25-0.4 kg/m>).

Table 1. Physical and Chemical Properties of the Experimental

System
Value

Media Properties: Oso-Flaco Sand
Bulk density 1.57 Mg/m’
Mineral density 2.61 Mg/m®
Water content 0.0012 kg/kg
Air content 0.396 m*/m’
Air permeability 274 x 107" m¥m

Chemical Properties: Freon 113

187.39 g/mol

0.44 atm (4.45 x 10* Pa)®
1.03 x 10 ° Pa s*

13 x10°°m*ms

Molecular weight

Vapor pressure

Viscosity

Soil binary diffusion coefficient with air

Chemical Properties: “Air”
28.81 g/mol
1.86 x 107> Pa's

Molecular weight
Viscosity

*Benning and McHarness [1938].
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[12] Pressure differential experiments were conducted by
replacing the gas sampling ports with modified mininert
ports which could be connected to a differential pressure
transducer (Omega, PX2670, £2.5 mm H,0). The sensitiv-
ity of the transducer was 1.3 x 107> mm of H,O (0.01 Pa).
Pressure differentials were measured between adjacent ports
and then between each port and the outlet chamber. The
pressure differentials measured by each of these methods
were found to differ from each other by 3% or less. Due to
constraints in the placement of the pressure measurement
ports, it was not possible to measure gradients at points
closer than 2.5 cm to the inlet. Pressure differential data
presented in this work correspond to the “high” range, as
described above (pressure differentials measured in the
“low” range experiments were always below the sensitivity
of the transducer). Both transport and pressure experiments
were conducted in three separate configurations: vertically
upward (inlet at the bottom of the system), vertically
downward (inlet at the top) and horizontally.

[13] Replicate experiments (2—3 for each configuration)
demonstrated that the density profiles (for similar inlet
densities) deviated from the mean values by 10% in the
vertically downward and horizontal experiments and by
15% for the vertically upward experiments. The pressure
profiles always followed the same pattern for each config-
uration with variability in the measured differentials corre-
lated to the inlet chamber Freon density. The maximum
deviation from mean values for replicate pressure experi-
ments was 15%.

2.3. Numerical Modeling and Equation Development

[14] In order to model the system of interest in as
accurate and precise a manner as possible, the equations
governing the flow of gases in porous media were exam-
ined to assure that all expected transport phenomena were
included in the transport equations. In addition to the
traditional advective and diffusive fluxes, represented by
equations (1) and (2), the effects of slip flow, due to the
nonequimolar counter diffusion of gases of differing molec-
ular masses, were explored. The theory of slip flow
associated with nonequal molar molecular diffusion was
demonstrated by Kramers and Kistemaker [1943] and by
Jackson [1977] in his explanation of the Dusty-Gas Model.
This diffusive slip flow should not be confused with
Knudsen or viscous slip flow which only occurs when the
mean free path of a gas is on the order of the mean pore size
or larger. Jackson [1977] derives an expression for the slip
velocity based on kinetic theory arguments. The mass
averaged slip velocity, for a binary gas system in one
dimension, can be expressed as:

d. -
D, :;F (M}/z — M, 1/2)
Z
Vstip ~1)2 ~1)2 ) 3)
wr (M2 = M)

where M and Mg (g/mol) are the molecular weights of the
two chemicals of interest. The slip flux will be pgVgjp. At
high advective velocities or when the mass fraction of one
of the gases is much greater than the other, the theory
shows that slip flow will be negligible. For the flow regime
explored in this work, neither of those criteria are met, and
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thus slip might be important. The complete one-dimen-
sional transport equation, including slip effects and
sorption is

aQ | Op _ 0| 5 Owr| O
ﬁz+Phu1k(1+apF)2] o oz pDp o +€)z
_——

Retardation Coefficient Fickian Diffusion

Owr (. 1) ~1/2
P ; {apﬂg} 6 P DPE(MF M )
F | 9. . F

w0z 0z W (M;l/z _M21/2> +M21/2
Darcy Velocity

Slip Velocity

4)

where f, (m*/m?) is the air filled porosity and py,; (kg/m®)
is the bulk density of the porous media. The other terms in
the retardation coefficient are explained below. The
diffusion coefficient as presented in equation (4) does
include an imbedded porosity. It should be noted that this
equation is analogous to the dusty gas model for the case
when Knudsen effects may be neglected [Jackson, 1977;
Thorstenson and Pollock, 1989]. For our experimental
system, the mean pore diameter of 2.7 x 107> m is
approximately three orders of magnitude greater than the
mean free path of Freon, and thus Knudsen flow should
indeed be negligible. It should be noted that because the
total pressure was utilized as a model input throughout the
soil column the only dependent variable in equation (4)
will be pg. The total density p, and thus the mass fraction
wr can be calculated from the known total pressure by
utilizing the ideal gas law and the molecular masses of
Freon 113 and air.

[15] It is important to note that equation (4) does not
include mechanical dispersion. Whether mechanical disper-
sion is significant or not is based on a criterion that has been
rigorously explored both theoretically and experimentally
[see, e.g., Aris, 1956; Perkins and Johnston, 1963; Rolston
et al., 1969; Whitaker, 1999, chap. 3.4]. This criteria states
that mechanical dispersion will be negligible in homoge-
nous media when

(52
Dyp

micro—scale Peclet number

<1 (5)

where v is a representative pore velocity (m/s), d is a
representative micro-length scale (m) (generally taken as the
mean pore diameter), and D,z is the gas phase, binary
diffusion coefficient (m*/s). In the case of the experiments
presented in this work, d is 2.7 x 1075, Dz is 5.4 x 1072,
and the highest modeled pore velocities were approximately
1.25 x 107* Thus the above criteria is easily met and
mechanical dispersion should indeed be negligible in this
flow regime.

[16] A one dimensional finite difference numerical tech-
nique was employed to model equation (4). A Crank-
Nicholson scheme was solved iteratively at each time step
using the Thomas Algorithm (yielding an unconditionally
stable solution) [Fletcher, 1988]. Measured inlet and outlet
Freon densities from each experiment, were smoothed and
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used as boundary conditions. By utilizing the fact that the
outlet chamber remained at a constant pressure relative to
the room air throughout each experiment, it was possible to
calculate the total gas pressure at points within the column
from the measured pressure differences (discussed below)
and input the calculated total pressure to the model. All
other physical and chemical parameters were measured
independently as explained above.

[17] Mixture viscosity is generally determined either by
employing an arithmetic average or the theoretical formula
of Wilke [Massmann, 1989; Mendoza and Frind, 1990b].
For the Freon 113/air system, the full Wilke [Reid et al.,
1987] formulation gives a mixture viscosity function
which, when plotted versus Freon mole fraction, exhibits
a sharp minimum. According to Reid et al. [1987], minima
in mixture viscosities plots versus mole fraction have not
been reported in the literature. This leads to the conclusion
that the Wilke formula may not be accurate for the Freon
113/air system. It is noted that deviations from the Wilke
formula may occur in systems whose components have
large differences in molecular mass or viscosity Reid et al.
[1987] (as is the case for Freon 113/air). Given these
potential problems with the Wilke formula, an arithmetic
average was employed in the model to describe mixture
viscosity.

[18] The model output yielded cumulative mass balance
errors of less than 1%. The model was verified against
analytical solutions for the traditional transport equation
for both diffusive and advective dominated flows as well
as against several data sets with purely diffusive flow (the
data set used for determining the diffusion coefficient was
not a part of these comparisons). In all cases, the model
matched the analytical solutions and the purely diffusive
data well within the range of analytical error (6%).

3. Results and Discussion
3.1.

[19] The sorption isotherm was constructed by plotting
the measured equilibrium Freon gas density versus the
corresponding calculated mass sorbed per mass of sand.
Each data point was the average of three vials with the
same equilibrium gas density. The average coefficient of
variance over all sets of triplicate data was 4.4%. The fitted
sorption isotherm corresponded very well to a Langmuir
isotherm:

Sorption

anF (6)
1 +app

Psorb =

where pgor, (2/kg) is the sorbed concentration, “a” (m’/kg)
represents a ratio of rate constants and Q (kg/kg) represents
the number of sorption sites. The Langmuir isotherm was
fitted with values for “a” and Q of 0.95 and 0.60,
respectively, with an 1 value of 0.997.

3.2. Transport Experiments

[20] Relative density profiles from two sets of transport
experiments are presented in Figures 2 and 3. In Figures 2
and 3, po is the initial Freon density in the inlet chamber. In
all experiments, the inlet chamber concentration declined
slowly throughout the time period of interest. Figure 2
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Figure 2. Relative density profiles for “low” concentra-
tion transport experiments, in the (a) horizontal, (b)
vertically upward, and (c) vertically downward directions.
Solid and dashed lines represent diffusive model output at
the 5 and 25 cm sampling ports, respectively. Error bars
represent the variability of the analytical method (6%)
(where no error bars are apparent, the error was smaller than
the plot symbol).

shows the results of experiments conducted at “low” inlet
gas densities. At the indicated initial densities, there is very
little variability observed between the profiles for the three
different primary transport directions. All three are
approaching quasi steady state profiles after 12 hours. The
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Figure 3. Relative density profiles for “high” concentra-
tion transport experiments, in the (a) horizontal, (b)
vertically upward, and (c) vertically downward directions.
Solid and dashed lines represent diffusive model output at
the 5 and 25 cm sampling ports, respectively. Error bars
represent the variability of the analytical method (6%)
(where no error bars are apparent, the error was smaller than
the plot symbol).

simulation results for purely diffusive transport (no slip flow
or total density gradients), at the 5- and 25-cm sampling
ports (solid and broken lines) are presented for comparison.
The slight under prediction of the model in the vertically
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downward case is likely an indication of the presence of a
small density driving force even at this relatively low inlet
density. Overall, the density profiles reflect those that would
be found in a system subject to diffusive transport, with the
gas densities approaching a linear distribution through the
sand column.

[21] Figure 3 presents the relative density profiles for
transport experiments conducted at “high” initial inlet
chamber Freon densities. These initial densities are approx-
imately 50% of the saturated vapor density [Benning and
McHarness, 1938]. The differences between the three
profiles in Figure 3 are quite marked. The horizontal profile
looks approximately the same as in the “low” density case,
and appears to match up fairly well with the diffusive
model. The two vertical profiles look substantially different
than those presented in Figure 2. The vertically upward
profiles (inlet at the bottom of the system) show substan-
tially lowered relative densities throughout the column in
comparison to the diffusive model and to those in Figure 2b.
The vertically downward profiles show exactly the opposite
trend with relative densities at 5, 15 and 25 ¢cm from the
inlet chamber becoming virtually indistinguishable after
12 hours.

[22] Average fluxes of Freon into the outlet chamber were
estimated between each sampling period from the change in
Freon density in the chamber, the chamber volume, time
interval between samples, and cross sectional area of the
soil column. The flux estimates from the “low” and “high”
density experiments are presented in Figures 4a and 4b,
respectively. The error bars in Figure 4 are set at the
analytical method error of 6%, but due to the nature of
the estimates the true errors are undoubtedly somewhat
higher. Although there is variability in the flux estimates,
the difference between the two scenarios is quite clear. At
“low” densities, the fluxes are very similar in all three cases
(the vertically upward fluxes are somewhat lower than the
other two corresponding to the lower inlet density), while at
“high” densities there are differences of over an order of
magnitude between the vertically downward and vertically
upward fluxes. The numerical model simulations shown in
Figure 4 were run with boundary conditions corresponding
to the horizontal experiments.

[23] From these results, it is clear that significant differ-
ences in gas density distributions within the column and
fluxes out of the column exist at high source densities, for
the three primary flow directions. The difference between
the horizontal and vertical experiments clearly show the
effect of an advective driving force or forces which retard
transport in the upward direction and enhance it in the
downward direction (qualitatively, what would be expected
due to the influence of “density-driven” flow).

[24] In an attempt to determine the transition region at
which the “density” effects become important, transport
experiments were conducted in the vertically upward and
downward configurations at densities intermediate between
the “low” and “high” density experiments. Figure 5
compares the profiles at 5 and 25 cm from the inlet for
upward and downward experiments. In the upward experi-
ments, the relative densities at each of the sampling ports
decrease as the inlet density increases. The opposite is true
for the downward case and at the “high” concentration at
the 25 cm port, the shape of the profile is also clearly
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Figure 4. Estimates of averaged gas flux into the outlet
chamber for (a) “low” and (b) “high” concentration
experiments. Squares, vertically downward; diamonds,
vertically upward; triangles, horizontal. Error bars represent
the variability of the analytical method (6%) (where no error
bars are apparent, the error was smaller than the plot
symbol).

different than in the other two experiments. Estimated
fluxes to the outlet chamber showed similar trends as those
observed for the Freon densities. From these data, we
observe that there is apparently a smooth transition from
diffusion dominated flow into the advective flow regime as
inlet density increases, for the vertical experiments.

3.3. Pressure Gradient Experiments

[25] Figure 6 presents the measured pressure differences
throughout the column, for the three flow directions. These
measurements were taken between each port and the outlet
chamber. The outlet chamber was noted to stay at a constant
pressure, measured relative to the room air, throughout the
experiments. These pressure differences give us a direct
measure of the relative increase or decrease in pressure at
each port relative to a constant datum. At inlet densities
corresponding to the “low” density transport experiments
and in the static air filled system (no Freon present) pressure
differentials were always below the precision of the pressure
transducer (0.01 Pa) in all configurations. The presence of
vent tubing on the inlet and outlet chambers did not affect
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these measured pressures because they were generated
internally due to the ongoing transport. The pressure pro-
files presented in Figure 6 are for three experiments in
which the inlet densities are in the same range as the “high”
concentration transport experiments (ppreon ~ 1.7—1.9 kg/
m?). The data shown are from one of three experiments for
each configuration.

[26] All three configurations demonstrate a significant
drop between the inlet chamber and the port 2.5 cm from
the inlet. In all three cases, there appears to be some slight
temporal variability in these measured profiles early in the
experiment which largely disappears within the first hour. In
the horizontal and vertically downward cases, the value of
the pressure difference between the inlet and the column is
approximately 0.5 Pa and pressure differences are consid-
erably smaller at all other sampling ports. In the vertically
upward case, the initial drop is approximately 0.2 Pa, and a

"Low" Density

(a)

W Vertical Down
4 Vertical Up

A Horizontal A
— Diffusive Model

0.0014

0.0012 -

Flux

(gm?s")
0.0008 -

0.001 4

0.0006 -
0.0004 -

0.0002 -

0 -+

Time (hr)

"High" Density

Time (hr)

Figure 5. Transition of density profiles from “low” to
“high” source densities for (a) vertically upward and (b)
vertically downward experiments at ports 5 and 25 cm from
the inlet chamber. Vertically upward experiments conducted
at source densities of 0.28 (“low”), 0.59 (“mid”) and 1.80
(“high”) mg/mL. Vertically downward experiments con-
ducted at source densities of 0.40 (“low”), 0.81 (“‘mid”)
and 1.86 (“high”) mg/mL. Error bars represent the
variability of the analytical method (6%) (where no error
bars are apparent, the error was smaller than the plot
symbol).
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Figure 6. Measured pressure differences between sam-
pling ports and the outlet chamber for “high” concentration
experiments in the three primary flow directions, (a)
horizontal, (b) vertically upward, and (c) vertically down-
ward. The column positions of the ports are based on the
convention that zero is at the bottom or far left of the
column and distance increases upward or to the right. Thus
the vertically downward data are plotted on a reverse scale
(inlet is at 40 cm, outlet is at 0 cm.) The error bars represent
the maximum deviation from the mean for any configura-
tion of 15%.

small but fairly consistent positive pressure gradient is
observed after 2.5 cm.

[27] The differences between the three configurations are
manifested in a somewhat different manner than that seen
with the flux and density data. In all three cases, there is a
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measurable pressure gradient (above the zero horizontal or
hydrostatic vertical gradient) between the inlet and outlet
chambers which is consistent with the earlier work of
Graham [1833] and Kramers and Kistemaker [1943]. In
both the horizontal and vertically downward configurations,
the measured gradients almost wholly disappear within the
first 2.5 cm of the soil column. For the vertically upward
case, the drop in pressure between the inlet and 2.5 cm is
less, and the measured pressure rises through the rest of the
column.

[28] Figure 7 presents the pressure difference measured
between the inlet and 2.5 ¢cm port during the “high” inlet
density vertical experiments. The vertical up data is from
experiment presented in Figure 3b. The vertical down data
in Figure 7 is from an experiment with an initial inlet
density of 1.60 g/ which had a similar Freon density
distribution as that presented in Figure 3c, there was a
slightly higher concentration gradient between the 0 and
5 cm ports, than in the Figure 3¢ data, which facilitated the
analysis below. The “predicted” pressure differences pre-
sented in Figure 7 are estimates which were calculated by
assuming that slip flow was wholly responsible for generat-
ing the pressure differences. These predictions were
obtained by first estimating the slip velocity at 2.5 cm from
the inlet, at each sampling time, by utilizing the following
“finite difference” approximation

(a)
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-0.35 4
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-0.18 A

Pressure Difference (Pa)
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Figure 7. Estimated pressure difference between inlet and
2.5 cm port due to slip flow compared to measured pressure
differences for (a) vertically upward and (b) vertically
downward experiments.
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where pgoem and pgsem are the measured Freon densities at
the inlet and 5 cm ports respectively. The total densities poem
and pscm are calculated by using the ideal gas law and the
measured Freon densities, remembering that the total
pressure does not vary significantly from 1 atm (101300
Pa). The difference term in the numerator of equation (7) is
a centered difference approximation for the mass fraction
gradient at 2.5 cm, and the average term in the denominator
is the arithmetic average mass fraction at 2.5 cm. By
rearranging the expression for the Darcy velocity (see
equation (1)) and utilizing

dP

E = — % VS[;'p72.5L‘m (8)

2.5¢m

an estimate is obtained for the pressure gradient which
would cause a velocity equivalent to the estimated slip
velocity at 2.5 cm.

[29] The methods used to arrive at these predicted pres-
sure differences will produce larger errors at earlier times,
when mass fractions of Freon did not follow a linear
distribution in the column (as assumed by the finite differ-
ence type estimates). Nevertheless, it is certainly intriguing
that the pressure differences predicted in this way fall fairly
close to those measured during the transport experiments.
Without establishing a causal relationship between the two,
Figure 7 indicates that the measured pressure differences
may indeed be due to the same physical phenomena which
gives rise to the slip velocity. This observation is in line
with the initial experiments of Graham [1833] and the later
equation derivation and experiments by Kramers and Kiste-
maker [1943]. This analysis leads to the plausible conclu-
sion that pressure differences measured throughout the
columns in the three different experimental configurations
may be due to the same nonequimolar fluxes which give
rise to the slip velocity.

3.4. Examination of the Transport Equations

[30] For all of the “low” source density experiments, a
purely diffusive model was found to fit the measured data.
This is expected because of the negligible gravity driving
force and the lack of other significant forces. The influence
of slip flow in the models corresponding to these “low”
density experiments was negligible because of the relatively
low mass fraction gradients. Figure 8 presents the results of
numerical simulations for the Freon densities at 5 and 35 cm
from the inlet chamber plotted with the measured data for
the “high” source density experiments. Simulations were
run for the cases of pure diffusion, diffusion with Darcy
advection, and diffusion with Darcy advection and slip flow.
In the horizontal case the diffusive model and the traditional
no-slip model give identical results (no gravity driven
advection), and the slip flow model yields similar but
noticeably distinct results. All three models appear to do a
decent job, overall, describing the measured horizontal data.
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Figure 8. Freon density profiles at 5 and 35 cm predicted
by numerical models compared with experimental data. (a)
Horizontal, (b) vertically upward, and (c) vertically down-
ward. Error bars represent the variability of the analytical
method (6%) (where no error bars are apparent, the error
was smaller than the plot symbol).

For the vertically upward configuration, the slip flow model
comes the closest to the data, but there is still an under
prediction of the measured data at the 5-cm port of approx-
imately 20%. The purely diffusive model falls significantly
above the data, and the no slip model under predicts the data
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at 5 cm by up to 40%. In Figure 8c, it is clear that none of
the models do a consistently good job matching the verti-
cally downward experimental data. Both advective models
give similar results. They are not too far off from the 5-cm
data, but they over predict the 35-cm data by up to 400%.
The purely diffusive model generates output which signifi-
cantly under predicts the data. These combined results
indicate that the traditional representation for advective-
diffusive flow does not adequately describe the flow regime
of the experiments conducted in this study.

[31] In all three configurations, the slip flow model gives
noticeably different results from the standard advection-
diffusion model, indicating that slip flow may provide a
significant contribution to the overall transport. This agrees
qualitatively with the differences in mole fraction profiles
presented in the modeling study of Abriola et al. [1992] in
which the Dusty Gas Model was employed. Slip flow does
not, however, account for the large discrepancy between the
traditional model and the measured data.

[32] Numerical model output utilizing fitted values of the
permeability and mixture viscosity indicate that the perme-
ability would have to be reduced by over 60% or the
calculated mixture viscosity (a function of gas composition
as explained above) increased by a factor of 7. As described
above the permeabilities measured at 12 different air flow
rates on the soil column used in this study had a coefficient
of variance of only 3.6%. In order for the mixture viscosity
to be in error by 700% the calculated viscosities would
have to be considerably higher than that of either Freon 113
or air.

[33] It should be noted that stability analysis utilizing the
criteria developed by Wooding [1959] indicates that all
experiments which were conducted in this study were stable
and would not be affected by fingering or other unstable
flow. Additionally, no anomalous density values were
measured either along the length or width of the column
which would indicate some sort of finger flow or prefer-
ential flow pathways.

[34] The data presented in Figure 8 points to the existence
of an additional driving force or forces which are not
accounted for in equation (4). These forces would need to
reduce the predicted fluxes by a considerable amount in
order to bring the vertically upward and downward models
(Figures 8b and 8c) in line with the measured data.
Theoretical work on the thermodynamic basis of brine
transport [Hassanizadeh and Leijnse, 1988] has explored
the existence of additional driving forces of this type. It is
possible that similar forces in the gas phase would explain
the discrepancies that we have noted between model sim-
ulations and data.

[35] The transport equation represented by equation (4)
relies on the assumption that the momentum and mass
conservation equations for porous media remain uncoupled
as they are derived from the point equations [see, e.g., Bear,
1988, chap. 4 and 5; Whitaker, chap. 3 and 4, 1999]. In
many traditional applications, transport is dominated by
either diffusive or advective flow. In these cases the
coupling which is lost in the derivation process can indeed
be neglected. In the experiments which have been described
above, and in many field situations, neither diffusion nor
advection is dominant. As demonstrated above, the tradi-
tional equations do not appear to be adequate in this flow
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regime. The lack of coupling during the derivation process
may be another explanation for the observed failure of the
traditional transport equation.

4. Conclusions

[36] Experimental results clearly demonstrate the impor-
tance of flow direction on the character of dense gas
transport in porous media. Significant pressure gradients
between the source and the packed column were observed
for all three primary flow directions. The shape of these
pressure gradient profiles has important implications for
numerical modeling of subsurface gas transport near high
concentration source areas.

[37] Numerical modeling demonstrates that the traditional
advection-diffusion equation will not correctly describe
transport due to “density” flow. Slip flow was determined
to be significant relative to traditional Darcy advection, but
did not explain discrepancies between the modeled and
measured fluxes. Numerical modeling results point to
missing advection damping terms which are not present in
the standard advective-diffusive transport equation.

[38] Flow direction and source concentration can be
extremely important in contaminant gas flux in natural
systems, where there is not a single dominant driving force.
Current expressions for the transport equations do not
adequately describe this type of complex flow regime.
Future equation derivation, numerical modeling and exper-
imentation will be necessary in order to determine the true
form of the transport equations which must be employed to
correctly describe these coupled phenomena.
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