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[1] The long‐term storage security of injected carbon dioxide (CO2) is an essential
component of geological carbon sequestration operations. In the postinjection phase, the
mobile CO2 plume migrates in large part because of buoyancy forces, following the natural
topography of the geological formation. The primary trapping mechanisms are capillary
and solubility trapping, which evolve over hundreds to thousands of years and can
immobilize a significant portion of the mobile CO2 plume. However, both the migration
and trapping processes are inherently complex, spanning multiple spatial and temporal
scales. Using an appropriate model that can capture both large‐ and small‐scale effects is
essential for understanding the role of these processes on the long‐term storage security
of CO2 sequestration operations. Traditional numerical models quickly become
prohibitively expensive for the type of large‐scale, long‐term modeling that is necessary
for characterizing the migration and immobilization of CO2 during the postinjection
period. We present an alternative modeling option that combines vertically integrated
governing equations with an upscaled representation of the dissolution‐convection
process. With this approach, we demonstrate the effect of different modeling choices for
typical large‐scale geological systems and show that practical calculations can be
performed at the temporal and spatial scales of interest.
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1. Introduction

[2] Geological carbon sequestration is a promising carbon
mitigation strategy that can produce significant cuts in CO2

emissions and help to stabilize atmospheric concentrations
at levels that might avoid catastrophic climate change
[Benson et al., 2005; Holloway, 2005; Barker et al., 2007;
Pacala and Socolow, 2004]. The storage security of injected
CO2 is an important factor in the success of this technology,
which means ensuring that one of several primary trapping
mechanisms is able to minimize unwanted migration of
separate phase CO2 out of the targeted injection zone.
During the injection phase or early postinjection phase,
storage security depends on a competent, relatively imper-
meable caprock to prevent vertical migration (structural
trapping) [Benson et al., 2005]. Factors that can compromise
storage security in this period include leakage pathways that
are small compared to the extent of the mobile CO2 plume
and can be either natural, such as faults and fractures, or
anthropogenic, such as abandoned oil and gas wells [Benson
et al., 2005;Gasda et al., 2004;Celia and Nordbotten, 2009].
[3] Assuming short‐term escape of CO2 can be managed

by proper site selection or appropriate monitoring and

remediation strategies, the focus of storage security then
shifts, in the long term, to other trapping mechanisms that
evolve more slowly. These longer‐term mechanisms lead to
increasing storage security over time as the mobile CO2

plume is trapped either as a residual phase (capillary trap-
ping) or as a dissolved phase (solubility trapping), both of
which keep the CO2 underground over timescales of many
hundreds to thousands of years or more [Benson et al.,
2005]. One important aspect of solubility trapping is the
onset of convective mixing, which has potentially signifi-
cant implications for the extent to which solubility trapping
will effectively immobilize separate phase CO2 [Lindeberg
and Wessel‐Berg, 1997; Ennis‐King and Paterson, 2005].
[4] The ability to understand the long‐term evolution of

convective mixing over large spatial scales in complex geo-
logical systems is important for proper site selection and risk
management. Analytical and semianalytical methods [e.g.,
Huppert and Woods, 1995; Lyle et al., 2005; Nordbotten
and Celia, 2006; Hesse et al., 2008; Juanes et al., 2010;
Neufeld and Huppert, 2009] are limited in the complexity of
processes and systems that can be modeled. Similarly, high‐
resolution numerical approaches [e.g., Lindeberg et al.,
2003; Riaz et al., 2006; Farajzadeh et al., 2007; Pruess,
2008] are limited by computational constraints, which limit
the domain size or the number of grid blocks. For convec-
tive mixing, very fine grid blocks may be required to resolve
the critical wavelength of instability (0.1–1 m for typical
systems) to properly capture the onset of convective mixing.
Given these drawbacks, it is extremely difficult, if not
impossible, to model CO2 dissolution and convection at the
length scales and timescales appropriate for evaluating long‐
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term storage security. Therefore, fast models are required
that can capture the essential physics of the postinjection
period without excessive computational expense. These
types of models may then be used within a Monte Carlo type
of approach to understand and assess the risks of long‐term
storage security for real systems.
[5] An important conclusion from highly resolved com-

putational studies of the dissolution‐convection process over
relatively small domains is that the onset time of instability
is relatively short for typical systems, on the order of 1 year.
Additionally, once convective mixing has been induced by
the development of convective fingers, the largest fingers
progress downward at a constant rate ranging from 0.01 to
1 m yr−1 [Riaz et al., 2006], which implies a constant mass
transfer rate when scaled by the density of brine with dis-
solved CO2. The rate of dissolution due to convective
mixing is strongly dependent on the average permeability of
the system, including the existence of vertical layering or
anisotropy, which can retard the convective mixing process.
However, with the results of these studies and an appro-
priate expression for the effective vertical permeability the
complex dissolution‐convection process may be modeled as
a sub‐grid‐block‐scale process and incorporated into rela-
tively coarse‐grid numerical methods.
[6] In this paper, we extend our previous work on verti-

cally integrated numerical models of CO2 injection to
include the effect of dissolution and convective mixing. We
will briefly review our overall numerical model, which has
been presented in greater detail by Gasda et al. [2009],
and introduce a novel upscaled approach to convection‐
enhanced dissolution that is now included in the model. This
approach does not explicitly resolve the onset of instability
and dissolution finger evolution but, instead, captures the
first‐order effects of convective mixing through an upscaled
mass transfer equation. The result is a modeling tool that
captures the dominant physical features of CO2 migration
along varying topography and complex geology in two lateral
dimensions, including the primary trapping mechanisms,
capillary and solubility trapping, that occur over thousand
year timescales.
[7] We use this approach to evaluate the effect of solu-

bility trapping, driven by convective mixing, which may be
an important factor in long‐term storage security of CO2

injection operations. We start with an idealized problem that
is the subject of a recent benchmark study on long‐term CO2

migration. This problem demonstrates the model concept
and the effect of solubility trapping over thousands of years
in a simple sloping aquifer system. We then apply the model
to a more complex, heterogeneous, and very large geolog-
ical system that is a prospective site for CO2 injection under
the North Sea. Although to date there are no data for vali-
dation of the model results, we are able to show the effect of
heterogeneity and structural complexity on long‐term, large‐
scale CO2 migration in a real system. Overall, this demon-
strates the applicability of vertically integrated models to a
real field site where full‐physics models cannot be run
because of computational limitations.

2. Description of the Physical and Mathematical
Model

[8] We model flow in a system consisting of two fluid
phases, the CO2 phase and the brine phase. We also consider

CO2 dissolution into the brine and subsequent transport of
dissolved CO2 within the brine phase. Our starting point in
this model development is the vertical integration of the
governing three‐dimensional equations, including assump-
tions that will be described herein. It should be noted that
vertical integration does not inherently require any assump-
tions about the system, but we take advantage of certain
dominant physical characteristics of the CO2‐brine system
to make certain simplifications.
[9] One important assumption is that the two fluid phases

have a significant density difference such that the fluids
segregate because of gravity, with the lighter CO2 phase
overlying the denser brine phase. This assumption is usually
appropriate because the relative timescale of gravity segre-
gation is fast compared to that of overall horizontal flow for
typical CO2‐brine systems [Yortsos, 1995]. We also con-
sider the system to be in vertical equilibrium (VE) and
invoke the Dupuit assumption. Gravity segregation is one
category of the general class of VE problems [Yortsos, 1995].
Inherent in the concept of VE is that each of the different
macroscopic regions is vertically distributed in the aquifer in
a well‐defined way. In other words, the vertical pressure
distribution is easily obtained from the vertical distribution
of fluids and components dissolved in those fluids. Also, the
vertical distribution of saturations of each phase can be
defined unambiguously from the vertically averaged satu-
ration. Vertical equilibrium is typically a valid assumption
when the relative length scales are such that the horizontal
dimension is much larger than the vertical one [Lake, 1989;
Yortsos, 1995]. The commonly invoked assumption of a
sharp interface between the two fluids is not a requirement
in order to assume vertical equilibrium.
[10] Under the preceding conditions, the governing

equations may be vertically integrated in a straightforward
manner. The reader is referred to a rich body of literature on
this subject of gravity‐segregated flows both with and
without a sharp interface assumption [Dietz, 1953; Coats
et al., 1971; Lake, 1989; Yortsos, 1995; Huppert and Woods,
1995; Nordbotten and Celia, 2009; Dentz and Tartakovsky,
2009a; Gasda et al., 2009].
[11] In this work, we derive the model equations under

the sharp interface assumption, where the local capillary
transition zone is small compared to the height of the
aquifer. This technique is commonly used, for example, in
groundwater aquifer models to describe the location of the
water table, leading to the classical porous media equation
[Bear, 1972; Freeze and Cherry, 1979]. Again, we empha-
size that this assumption is not an absolute criterion to
develop a model for vertically averaged flow, and a similar
derivation could be performed to include a capillary tran-
sition zone [Lake, 1989; Nordbotten and Dahle, 2011]. The
implications of the sharp interface assumption are discussed
in section 4.
[12] In addition, we make a simplifying assumption that

the fluid properties of both CO2 and brine are constant. This
assumption is appropriate for brine since it is largely an
incompressible fluid. With regard to CO2, more caution
should be taken when applying this simplification. In gen-
eral, CO2 density and viscosity depend on the depth of the
formation and existing geothermal gradients. In typical
sedimentary basins, CO2 properties do not vary significantly
horizontally within formations that are deeper than 1000 m
[Bachu, 2002]. Large pressure increases may occur during
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CO2 injection, increasing CO2 density by 100 kg m−3 near
the wellbore. However, we focus on the postinjection time
period in this paper, when pressure due to injection has
dissipated and CO2 migration is governed by buoyancy
forces only. Additionally, we should point out that in the
model formulation, the overall framework allows for hori-
zontal changes in fluid properties. This would require a
nonlinear feedback from the equations of state for CO2 and
brine, but we did not implement this for the examples pre-
sented in this study.
[13] This work falls into a robust area of research

concerning the application of sharp interface models to
CO2‐brine systems. Analytical, semianalytical, and numer-
ical solutions to the sharp interface model have consistently
shown relatively good agreement with numerical solutions
to the nonaveraged equations for many systems [Nordbotten
and Celia, 2006; Class et al., 2009] as well as with exper-
imental data [Huppert and Woods, 1995; Lyle et al., 2005;
Vella and Huppert, 2006; Neufeld and Huppert, 2009].
There are instances where the application of the sharp
interface model has been shown to be inappropriate for
certain systems [Lu et al., 2009]. With any model, caution
should be taken to apply the model only where the underlying
assumptions are valid [Dentz and Tartakovsky, 2009b]. For
this type of model, the underlying assumptions are most
appropriate for studies of long‐term CO2 migration with
relative small capillary zones.
[14] We build upon this class of models by adding a

solubility‐trapping component to account for dissolution
due to diffusion‐ and convection‐controlled processes. This
model without solubility trapping [Gasda et al., 2009] was
previously demonstrated to compare well with commercial

and academic full‐physics simulators for both idealized
systems and general geological systems [Class et al., 2009].
The addition of a long‐term dissolution and convective‐
mixing component to this model does not change the
underlying validity of the sharp interface model for systems
that exhibit predominantly horizontal flow and small capil-
lary transition zones. We discuss the implications of
assumptions made in developing this model at the end of the
model presentation.

2.1. System Description

[15] We first present the system description of macro-
scopic fluid regions and the respective macroscopic inter-
faces, which includes characterization of the vertical fluid
distribution. Next, we develop the set of equations for a
vertically integrated model for flow of the CO2 and brine
fluid phases, with special attention paid to dissolution of the
CO2 component into the brine phase. Finally, we describe
the method for solving these equations within a numerical
framework.
2.1.1. Description of Macroscopic Interfaces
[16] The first step in the model development is the defi-

nition of the fluid regions to be modeled, with their
respective macroscopic interfaces. The system, shown in
Figure 1, is composed of an aquifer, or formation, with top
and bottom surfaces zT (x1, x2) and zB (x1, x2) that are well‐
defined functions in space. In a three‐dimensional coordinate
system defined by orthogonal unit vectors (e1, e2, and e3)
rotated so that the e1 and e2 vectors are oriented parallel to
the bedding plane, one may interpret these z functions as
defining the location of the interface in terms of the vertical

Figure 1. Schematic of the CO2‐brine sharp interface system. The relevant interfaces are the top and
bottom surfaces of the formation, zT (x1, x2) and zB (x1, x2), and the interfaces bounding the macroscopic
regions of mobile and residual phase CO2, zM (x1, x2, t) and zR (x1, x2, t). Also given is the thickness h of
each macroscopic region of interest.
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coordinate x3 perpendicular to x1 and x2. Within this aquifer,
we consider each mobile fluid phase, supercritical CO2

and brine, to occupy distinct vertical regions, which are
also depicted schematically in Figure 1. The bottom macro-
scopic interface of the mobile CO2 regions is defined as
zM (x1, x2, t).
[17] Because of vertical equilibrium, there is a well‐

defined transition zone between the two phases controlled
by capillary forces. When the transition zone is very small
relative to the thickness of the formation, we can neglect the
transition zone and model it with a sharp interface. This
assumption is employed in this model. Note that in the case
where the transition zone is large, we may still define the
lower bound of the mobile CO2 phase as a macroscale
interface. The reader is referred to Nordbotten and Dahle
[2011] for a detailed description of a vertically averaged
model for large capillary transition zones. In either case, the
vertical pressure distribution is well defined, and the capil-
lary pressure at the macroscopic interface between the
mobile CO2 and brine is the capillary entry pressure in either
the drainage or imbibition process.
[18] We also consider other macroscopic regions of fluid

distributions, which are also shown in Figure 1. We define a
region of residual CO2 to include all of the CO2 that is
trapped by local capillary forces when the mobile CO2

interface recedes and brine imbibes into the pore space.
Although the residual phase is composed of many small‐
scale disconnected regions, we will consider as a whole the
region that is bounded by a lower macroscale interface
zR (x1, x2, t).
[19] We may wish to consider additional macroscale

interfaces, such as the separation of the region of mobile
CO2 that contains dissolved water from the dry CO2 region,
but for this study, we will limit our discussion to the three
regions of fluids, mobile CO2, brine phase with residual
CO2, and brine phase without residual CO2, all of which
are distributed vertically within the aquifer. In general, the
interfaces must satisfy the criteria that zT ≥ zM ≥ zR ≥ zB.
[20] Within each region, there exist well‐defined phase

saturations. It is common in sharp interface models to
assume that the vertical distribution of fluid properties is
constant within each region for a given horizontal (x1, x2)
location. This means that within the region occupied by
mobile or residual CO2, the density, viscosity, and satura-
tion values are constant. This assumption implies two
things; the first is that the CO2 and brine equations of state
are incompressible and thus not a function of pressure and
temperature. This constraint is generally valid for brine but
may limit the applicability for CO2 in regions of high gas
compressibility. Second, for the sharp interface case, the
saturations of CO2 in the residual region and brine in the
mobile CO2 region are both at their irreducible saturations,
sc,r and sb,r, respectively. We can summarize the distribution
of CO2 saturation, sc, in the vertical direction as follows:

sc ¼
0 if �B � x3 < �R;
sc;r if �R � x3 < �M ;
1� sb;r if �M � x3 � �T :

8<
: ð1Þ

In addition, we assume that the porous media properties in
the vertical direction are homogeneous. However, all prop-
erties may vary as a function of the horizontal direction. The
assumption of a constant fluid saturation within macro-

scopic regions can be easily relaxed if one chooses to model
a local capillary transition zone or include subscale hetero-
geneity in the vertical direction.
2.1.2. Representation of Dissolved Components
[21] We now turn our attention to dissolved constituents.

In general, we assume that above the zR interface, both
phases exist and the fluids are in chemical equilibrium with
respect to dissolved components. This implies that the
residual brine above zM and the brine within the residual
CO2 region is saturated with CO2. Similarly, mobile CO2

and residual CO2 are at equilibrium with respect to dis-
solved water. We do not consider a drying front within the
mobile CO2 region in this work.
[22] The notation employed here for the mass fraction of

component a in phase b at equilibrium is mb
a,eq. The con-

vention used for variables such as mass, density, and mass
fraction is that superscripts refer to components and sub-
scripts refer to phases. For phase density, we refer to the
density of a pure phase with only a single component as
rb
pure, while the density of a phase with more than one

component is rb
mix. Therefore, to determine the mass of

dissolved CO2 in the brine phase above the zR interface, the
volume of the brine phase with two components is scaled by
the quantity mb

c,eqrb
mix (here we have assumed that the

dependence of phase density on dissolved mass fraction is
linear, which is reasonable considering that CO2 is only
slightly miscible in water).
[23] In addition to the equilibrium dissolution processes,

CO2 may dissolve into the brine phase across the zR inter-
face. This mass transfer is a transient process that is driven
in the long term by convective mixing. This process can be
described macroscopically by a growing vertical region of
CO2‐saturated brine below the zR interface. This region is
parameterized by w(x1, x2, t), which can be defined as the
vertical fraction of the brine region (zR − zB) that is saturated
with CO2. The CO2 dissolved mass in the brine region
defined by (zR − zB) can be found by scaling w by the solu-
bility limit mb

c,eq, the density of CO2‐saturated brine rb
mix,

and the porosity � of the brine region: �rb
mixmb

c,eqw (zR − zB).
[24] As the value of w increases, mass conservation dic-

tates that the regions of residual and/or mobile CO2 must
shrink. In this work, we assume that all dissolved CO2

comes from the residual region of CO2; as such, the zR
interface will move up as w increases. Because the macro-
scopic regions are constrained, this has implications for the
mobile CO2 region when zM = zR that are discussed in
section 2.2.4.
2.1.3. Summary
[25] In summary, the above description of macroscopic

interfaces and dissolved CO2 mass fraction is developed
under assumptions of vertical equilibrium, gravity segrega-
tion, negligible capillary pressure between CO2 and brine
(sharp interface assumption), and constant fluid saturation
and density within each macroscopic region. In the mobile
and residual CO2 regions, where two fluids are present, the
saturation of the mobile fluid is such that the trapped phase
is at residual saturation. Additional assumptions related to
dissolved constituents include equilibrium in the mobile and
residual CO2 regions.
[26] This lays the foundation for how fluids and dissolved

components are distributed vertically, which then determines
the static vertical pressure distribution. Our objective is to
model the evolution of these macroscopic regions, which are
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constrained by conservation of mass for CO2 and brine. In
addition, the mass transfer of CO2 from separate phase to
dissolved CO2 adds a constraint on the system. In section
2.2, we present a consistent mathematical formulation for
the evolution of macroscopic interfaces with dissolved CO2.

2.2. Formulation of Flow and Transport Equations

2.2.1. Mass Balance
[27] We consider the conservation of mass for the two

components in the system, CO2 and brine. The mass of each
component a, with a = c, b, consists of the sum of mass of
a contained in each fluid phase b, for b = c, b. As described,
the fluid phases are divided into separate regions that can be
described by their thickness h (e.g., hT,M ≡ zT − zM). As we
noted in section 2.1.1 and equation (1), we assume that
the vertical saturation distribution is constant within each

region. This also implies that the fluid properties are con-
stant within each vertical region.
[28] We can write the equation for the total mass of brine

as the sum of residual brine in the mobile CO2 region, the
brine phase in the residual CO2 region, and the brine phase
in the bottommost region, both with and without dissolved
CO2. Also included in the total brine component mass is the
dissolved water in the mobile CO2 and residual CO2

regions. We represent these masses as

Mb ¼ ��pureb 1� !ð ÞhR;B þ ��mix
b mb;eq

b

� !hR;B þ 1� sc;r
� �

hM ;R þ sb;rhT ;M
� �
þ ��mix

c mb;eq
c sc;rhM ;R þ 1� sb;r

� �
hT ;M

� �
; ð2aÞ

while total mass of CO2 is given by

Mc ¼ ��mix
b mc;eq

b !hR;B þ 1� sc;r
� �

hM ;R þ sb;rhT ;M
� �

þ ��mix
c mc;eq

c sc;rhM ;R þ 1� sb;r
� �

hT ;M
� �

: ð2bÞ

The conservation of total component mass can be written as

@M�

@t
þr � F� ¼ 0; � ¼ c; b; ð3Þ

where Fa is the total flux of component a transported within
each of two fluid phases. Let the local volumetric flux of
each of the fluid phases be represented by uc(x1, x2, x3, t)
and ub(x1, x2, x3, t). The total component flux Fa can be
obtained by integration of the appropriate local‐scale fluid
fluxes scaled by the fluid density and mass fraction of the
component in that fluid,

F� ¼
X
�

Z �T

�B

u���m
�
� dx3: ð4Þ

2.2.2. Pressure and Fluid Fluxes
[29] To obtain a vertical distribution of fluxes, we must

first describe the vertical pressure distribution for a VE system.

In a fluid‐static system, the vertical distribution of pressure
p(x3) is simply a function of the vertical fluid density profile,
defined generally as r(x3). The pressure can be obtained by
the integration of the density profile along x3, assuming the
gravitational vector g is aligned with the vertical coordinate.
If we define a reference pressure datum zP, we obtain the
following expression for pressure:

p x3ð Þ � p �Pð Þ ¼ e3 � g
Z x3

�P

� x3′ð Þ dx3′: ð5Þ

The elevation of zP is typically either set equal to a constant
elevation or referenced to some combination of the top and
bottom boundaries of the formation. Given the definition in
equation (5) and the description of macroscopic fluid
regions in section 2.1.1, the vertical distribution of pressure
for this system can be written as

Equation (6) is formulated under the assumption that zP ≤
zB ≤ zR ≤ zM ≤ zT.
[30] As a result of the Dupuit assumption, the pressure

gradient in the e1 and e2 directions is independent of the
x3 coordinate. We define the fluid mobility for each phase b
as a function of relative permeability and fluid viscosity,
lb(sc) = kr,b(sc)/mb. Using capital P = p(zP), we can now use
Darcy’s law to express the phase fluxes that enter into
equation (4). For the brine flux ub,

ub;B;R � ub �B � x3 � �Rð Þ
¼ �k�b 0ð Þr P � e3 � g �pureb 1� !ð Þ þ �mix

b !
� �

�P
� �

;

ub;R;M � ub �R � x3 � �Mð Þ ¼�k�b sc;r
� �r Pþe3 � g �pureb 1�!ð Þ��

þ �mix
b !

�
�R � �Pð Þ � e3 � g�mix

b �R
�
;

ub;M ;T � ub �M � x3 � �Tð Þ ¼ 0; ð7Þ

where the brine is at residual saturation and thus immobile
in the mobile CO2 region. Similarly, CO2 is not mobile
in regions where the CO2 is not present or is at residual, so
uc,B,R = ub,R,M = 0. Therefore, the CO2 phase flux in the
mobile region uc,M,T is defined as

uc;M ;T � uc �M � x3 � �Tð Þ ¼ �k�c 1� sb;r
� �

� r P þ e3 � g �pureb 1� !ð Þ þ �mix
b !

� �
�R � �Pð Þ�

þ e3 � g�mix
b �M � �Rð Þ � e3 � g�c�M

�
: ð8Þ

[31] With the above definitions of fluid fluxes, the inte-
gral in equation (4) can be evaluated. In the case of vertical
permeability heterogeneity, the integral must be evaluated
region by region in a piecewise manner along x3. In the case
of homogeneous permeability in the vertical, the integral
reduces to a simple scaling of the fluxes by the height of
each macroscopic region.
[32] Equations (1)–(8) provide two mass conservation

equations and corresponding fluxes. The unknowns we wish

p x3ð Þ ¼

p �Pð Þ þ e3 � g �pureb 1� !ð Þ þ �mix
b !

� �
x3 � �Pð Þ if �B � x3 � �R;

p �Rð Þ þ e3 � g�mix
b x3 � �Rð Þ if �R < x3 � �M ;

p �Mð Þ þ e3 � g�c x3 � �Mð Þ if �M < x3 � �T :

8>>>><
>>>>:

ð6Þ
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to solve for are the interfaces zM and zR, the thickness of
brine saturated with dissolved CO2 w, and pressure P. With
these variables, all other variables can be reconstructed for
the system. The interface and mass fraction variables are
constrained by the problem definition described in section
2.1.1; however, additional equations are required to close
the system. We achieve this by introducing two equations
for the mobile CO2 interface and for the transport of total
dissolved CO2.
2.2.3. Dissolution and Component Transport
[33] Dissolution of CO2 into the brine phase occurs

wherever the CO2 fluid phase is in contact with the resident
brine. Dissolution across the microscale interface leads to
equilibrium concentration in the vicinity of these interfaces
at the local scale. Given the usual distribution of residual
fluid phases, it is reasonable to assume that the residual
brine phase (behind the advancing CO2 front) would
become saturated with dissolved CO2 relatively quickly.
Similarly, the brine phase that is imbibing into the pore
spaces containing residual CO2 would also reach equilib-
rium in a short amount of time. Therefore, we model these
regions using equilibrium partitioning. Note that the amount
of dissolved CO2 in these two regions is relatively small
compared to the total amount of mobile CO2.
[34] CO2 dissolution has a secondary effect on the system,

whereby the region of brine that contains dissolved CO2 is
denser than “pure” brine (brine with no dissolved CO2).
Because the CO2‐saturated brine phase overlies the pure
brine phase, the system is inherently unstable, and the sat-
urated brine will sink toward the bottom of the aquifer and
induce convective mixing within the system. The onset of
convection enhances CO2 dissolution at the macroscopic
CO2‐brine interface beyond a diffusion‐controlled process
because pure brine will be brought upward as the denser
saturated brine sinks. This system has been studied exten-
sively by others [Ennis‐King and Paterson, 2005; Lindeberg
et al., 2003; Riaz et al., 2006; Farajzadeh et al., 2007;
Pruess, 2008], and it can be concluded from this body of
work that the onset time of instability is relatively short for
typical systems, on the order of 1 year. Furthermore, it has
been shown that once the instability occurs, the effective
total mass transfer rate is constant in time. The rate of dis-
solution due to convective mixing is controlled by the
Rayleigh number and is most sensitive to the permeability of
the aquifer system and the value of the diffusion coefficient.
[35] We consider mass transfer of CO2 into the brine

phase due to convective mixing to be parameterized by w,
which is the average mass fraction of dissolved CO2 in the
region bounded by zR and zB. We also consider the onset of
convective mixing to be instantaneous and the upscaled
dissolution rate due to convective mixing Cdiss to be con-
stant in time and constrained by w and zR. The value of Cdiss

may vary in space because of heterogeneous permeability.
In this paper, we do not consider the evaporation of water
into the CO2 phase or other dissolved components in the
brine phase, such as salts.
[36] The mass transfer model may be written by first

considering the total mass of dissolved CO2,

Mc
b ¼ ��mix

b mc;eq
b !hR;B þ 1� sc;r

� �
hM ;R þ sb;rhT ;M

� �
; ð9Þ

which takes into account CO2 dissolved in three regions:
(1) in the residual brine behind the invading CO2 front;

(2) in brine imbibing into pore space containing residual
CO2; and (3) in the fraction of brine below the residual CO2

region that is saturated with dissolved CO2.
[37] The total mass of dissolved CO2 is a conserved

quantity and evolves according to the following transport
equation:

@Mc
b

@t
þr �

Z �T

�B

ub�bm
c
b dx3 ¼ Cdiss !; �Rð Þ; ð10Þ

where the right side represents the transient mass transfer
due to convective mixing, which is constrained by 0 ≤ w ≤ 1.
The constrained nature of equation (10) can be seen most
easily by first substituting equation (9) into equation (10)
and rearranging so that it is written as an expression for
the time derivative of w. In doing so, we define the integral‐
differential operator D1 as

D1 �
Cdiss !; �Rð Þ � r �

Z �T

�B

ub�bm
c
b dx3

��mix
b mc;eq

b hR;B
� !

hR;B

@hR;B
@t

� 1

hR;B

@

@t
1� sc;r
� �

hM ;R þ sb;rhT ;M
� �

; ð11Þ

which shows the time rate of change of the dependence of w
on the collection of processes that increase or decrease total
dissolved CO2. To capture the upper and lower limits on
dissolution, we have the following constraints:

@!

@t
¼

max 0;D1ð Þ if ! ¼ 0;
min 0;D1ð Þ if ! ¼ 1;
D1 otherwise:

8<
: ð12Þ

[38] Let us consider the first constraint, which states that
if w = 0, then w may increase only if D1 is greater than zero.
If we consider a simple example of this scenario at the
leading edge of the advancing CO2 front, when hM,R = 0, the
only terms to survive are the first and last terms in equation
(11). This implies that w will increase only if the rate of the
advancing front is slower than Cdiss. If the velocity of the
front is faster than the rate of mass transfer, then dissolved
CO2 is only created in the residual brine phase that forms
behind the advancing front.
[39] The second constraint applies to scenarios when w = 1,

in which case, w can only decrease or remain unchanged.
Let us take another simple example of this case at the
location where the mobile CO2 region has completely
receded (hT,M = 0). In this case, the transport of dissolved
CO2 becomes an important factor (the divergence operator),
which can reduce the average concentration if there is an
upwelling of pure brine at that location. However, this
process competes with mass transfer of CO2 from the
residual region. If these processes balance or if Cdiss is
greater than the loss of dissolved CO2 due to transport, then
w remains equal to unity; otherwise, w will decrease.
2.2.4. Solution for Mobile and Residual CO2 Interfaces
[40] We wish to describe the evolution of the interfaces

that bound the mobile and residual CO2 regions. This
equation will close the system of equations. To begin, we
consider the zR interface, which we recall is the lower bound
of the residual CO2 region. In the absence of dissolution,
zR(t) would be modeled simply as the lowest vertical extent
of the mobile interface zM over all time, which can be
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written as zR(t) = mint′ ≤ t zM(t′). The effect of dissolution
gives a more complicated formulation of the zR interface
evolution. First, we account for dissolution due to convec-
tive mixing into the macroscopic region below zR by
assuming that the source of dissolved CO2 is from the
residual CO2 region only. For the model to be consistent
with this idea, the zR interface will recede as dissolution
occurs. When zR < zM, this is a straightforward mass bal-
ance. However, when zR = zM, then the evolution of the
mobile interface must account for the effect of dissolution
since in this case zM = zR.
[41] Given the above discussion, we now consider the

mobile CO2 interface zM, which evolves according to the
conservation equation for the mobile CO2,

�� 1� sc;r � sb;r
� � @�M

@t
þr �

Z �T

�M

uc dx3 ¼ 0: ð13Þ

The integrated flux accounts for the fact that CO2 is only
mobile within the region bounded by zT and zM. Equation
(13) may be solved in the presence or absence of dissolu-
tion. If porosity varies vertically, then � would be calculated
as an average porosity over the hT,M. To show the effect of
the aforementioned constraints on the mobile CO2 interface,
we form an operator D2 from equation (13),

D2 �
r � R �T

�M
uc dx3

� 1� sc;r � sb;r
� � : ð14Þ

The time rate of change of zM is then constrained as follows:

@�M
@t

¼
min 0;D2ð Þ if �M ¼ �T ;

max
@�R
@t

;D2

� 	
if �M ¼ �R;

D2 otherwise:

8><
>: ð15Þ

[42] We observe that the first constraint reflects the case at
the leading edge of the advancing CO2 front, where the
brine phase is undergoing primary drainage. In this case, the
mobile CO2 interface will decrease (the height hT,M of
the mobile CO2 region will increase). Because the thick-
nesses of the mobile and residual regions are initially zero,
the maximum value of the zM interface is constrained by the
top surface of the formation zT. If the value of D2 is less
than zero in this case, then zM moves downward, and mobile
CO2 appears.
[43] An example of the second constraint is in the

advancing mobile CO2 region, but where mobile CO2

already exists (zM < zT). In this case, there is no residual
region, but the minimum location of the zM interface is
constrained by the location of zR. If dissolution is occurring
according to equation (11), then the zR interface recedes
because of the mass balance of total CO2, and the mobile
interface must recede also.
2.2.5. Summary
[44] In total, equations (3), (12), and (15) now form a

system of partial differential equations governing the evo-
lution of pressure, mobile and residual CO2 regions, and
concentration of dissolved CO2 in brine. A few aspects of
this model should be pointed out. First, there exists some
flexibility in the closure equations (12) and (15), and we
have chosen a particular model for this formulation. Other
formulations of the subscale interface and dissolved com-

ponent transport are equally favorable options. As one
example, we have assumed a uniform distribution of con-
centration in the brine region hR,B, while one could argue
that there would be a higher concentration of CO2 near the
top of this region. This would impact the integral terms in
equations (10) and (11).
[45] A consequence of introducing the vertical structure

of the CO2 concentration in the brine region is that the
coarse‐scale equations now inherit the property that makes
the fine‐scale system unstable: denser brine is above lighter
brine. It is therefore expected that integrated models that do
not assume uniform distribution of concentration in the
brine region may be unstable, particularly if applied to
spatial scales where the fine‐scale problem develops fingers.
A full discussion of these issues go beyond the scope of this
paper. However, our current calculations indicate good
behavior of the model as currently formulated.

2.3. Implicit Pressure Explicit Saturation Type Solution
Strategy

[46] We solve the system of equations in a numerical
framework using a standard cell‐centered finite difference
approximation within an Implicit Pressure Explicit Satura-
tion (IMPES) type solution strategy. This approach allows
for flexibility in modeling general geological systems that
are heterogeneous and have moderate structural complexity.
It should be noted that the primary objective of this paper is
the model formulation, and the choice of the numerical
solution method is secondary. In fact, any numerical
approach can be employed to solve the model equations,
and in this study, we choose the IMPES method largely
because it is convenient to implement and it performs well
in our test simulations.
2.3.1. Pressure Equation
[47] We start by formulating a pressure equation from the

mass conservation equations, (3) and (10). We restrict our
attention to incompressible systems. This assumption is
made solely for the simplicity of numerical implementation
and is not inherent in the general model formulation. For an
incompressible system, we may consider conservation of
volume instead of conservation of mass. We consider three
volumes that compose the system of interest, the volume of
the CO2 mixture Vc

mix, the volume of the brine mixture Vb
mix,

and the volume of pure brine Vb
pure. The total component

masses Mc and Mb can be expressed in terms of these
volumes,

Mc ¼ ��mix
c mc;eq

c Vmix
c þMc

b ð16Þ

Mb ¼ ��pureb V pure
b þ ��mix

b mb;eq
b Vmix

b þ ��mix
c mb;eq

c Vmix
c ; ð17Þ

where the mass of dissolved CO2 can be expressed as

Mc
b ¼ ��mix

b mc;eq
b Vmix

b : ð18Þ

[48] Summing over equations (3) and (10) and making the
appropriate substitutions from equations (16)–(18), we
obtain a pressure equation,

1

��pureb

r � Fb þ 1

��mix
c mc;eq

c
� mb;eq

c

��pureb mc;eq
c

� 	
r � Fc þ V� r � Fc

b

� �

¼ V�Cdiss; ð19Þ

GASDA ET AL.: VERTICALLY AVERAGED APPROACHES FOR CO2 MIGRATION W05528W05528

7 of 14



where V� is the volume change due to dissolution per unit
mass of CO2 dissolved,

V� ¼ 1

��mix
b mc;eq

b

� 1

��mix
c mc;eq

c
þ mb;eq

c

��pureb mc;eq
c

� mb;eq
b

��pureb mc;eq
b

: ð20Þ

Equation (19) contains a divergence of component fluxes,
which are functions of the phase fluxes. The right side of the
equation accounts for the decrease in volume that occurs
when CO2 is transferred from the mobile or residual state to
the dissolved state. The volume change factor V� is equal to
zero for an isovolumetric system.
[49] Equation (19) can be converted to the divergence of

phase fluxes through substitution of equation (4),

1

�
r � hT ;Muc;M ;T þ hM ;Rub;R;M þ hR;Bub;B;R

� � ¼ V�Cdiss: ð21Þ

Equation (21) is converted to a pressure equation by sub-
stitution of the phase flux definitions in (7) and (8). It is then
solved implicitly using a standard finite difference approx-
imation with upstream‐weighted mobility values within the
IMPES framework.
2.3.2. Saturation Solver
[50] For the transport equations, we consider a splitting

type approach, evolving zM first, then zR, and, finally, the
concentration w.
[51] To evolve zM, we utilize equation (15), except in the

case where ∂zM/∂t = ∂zR/∂t, where we solve for both zM and
zR simultaneously using equation (3). After solving for zM
explicitly, we solve zR by using the difference between
equation (3) and equation (15), which ensures that mass is
conserved. Finally, we solve for w explicitly using equation
(12). The time step size for the explicit solve is constrained
by a CFL condition on the velocity of the mobile CO2

interface.
[52] It should be noted that the above solution approach

cannot be applied to an isovolumetric system. This is
because there is not a one‐to‐one relationship between
masses (Ma and Mb

c) and macroscopic region elevations
(hT,M, hM,R, hR,B, and w) when V� = 0. None of the systems
we consider are isovolumetric.

3. Model Application

[53] We employ the model described above to evaluate
the importance of dissolution and convection over different
spatial and temporal scales appropriate for geological carbon
sequestration. We begin with a benchmark study proposed
by H. K. Dahle et al. (A model‐oriented benchmark problem
for CO2 storage, 2009, http://arks.princeton.edu/ark:/88435/
dsp01pn89d657g, hereinafter Dahle et al., 2009) that fea-
tures a relatively simple geological storage problem. This
problem is designed to highlight important questions
regarding the long‐term fate of the injected CO2 and to
assess the impact of different modeling approaches. We
evaluate the effect of convection‐enhanced dissolution on
the eventual immobilization of CO2 in this simplified sys-
tem. The second problem is a variation on a previous
benchmark problem involving the Johansen formation, a
subseabed saline aquifer off the Norwegian coast. This
problem has been described in detail elsewhere [Class et al.,

2009; Eigestad et al., 2009]. In this paper, we choose to
extend the problem to investigate the long‐term effects of
convection‐enhanced dissolution.

3.1. Benchmark Definition

[54] A brief summary of the problem definition is pro-
vided, with a more detailed description available from Dahle
et al. (2009). The benchmark system is a 50 m thick aquifer
that is sloping with a 1% dip and bounded on the top and
bottom by impermeable formations. The side boundaries are
open to flow along the entire extent of the domain. The
injection of CO2 into this system occurs through a 1 km long
horizontal well, oriented perpendicular to the dip direction,
at a rate of 1 megaton (Mt) yr−1 for 20 years.
[55] The rock properties are homogeneous, with a per-

meability of 1 × 10−13 m2 and a porosity of 15%. The fluid
properties are chosen to be constant values of 1099 and
733 kg m−3 for the density and 0.511 and 0.0611 mPa s for
the viscosity of the brine and CO2 phases, respectively.
Hysteresis in the relative permeability function is included
for this system. The bounding relative permeability for brine
at sc,r = 0.20 is kr,b = 0.32, while for CO2 the maximum
relative permeability is kr,c = 0.4 at sb,r = 0.20. A local
capillary pressure function is assigned for the benchmark
problem, but it is neglected under the assumption of a sharp
interface.
3.1.1. Modeling Choices
[56] The benchmark problem is solved under the assump-

tion of line symmetry along the center axis of the domain,
parallel to the direction of dip. The width of the CO2 plume
in the transverse direction is assumed to be 1 km, which is
equal to the length of the horizontal injection well, which
implies no transverse spreading. The injection rate is divided
by 1 km to account for the line symmetry. Constant grid
spacing of 250 m is employed along the dip direction.
[57] For the simulations that include the dissolution‐

convection model, we choose the upscaled dissolution rate
Cdiss to be 0.44 kg m−2 yr−1, which corresponds to a con-
vective finger speed of 0.13 m yr−1 [Riaz et al., 2006]. This
choice of dissolution rate is relatively conservative. In
addition, the saturated mass fraction of dissolved CO2 in
brine mb

c,eq is assigned as 2%, which gives an apparent CO2

density for this system, rb
mixmb

c,eq = 22 kg m−3. The value of
mb
c,eq is low relative to the maximum value of approximately

5% for typical CO2 sequestration systems [Benson et al.,
2005]. However, a lower value reflects the fact that the
convective mixing does not lead to full saturation in the
brine column beneath the mobile CO2 phase. This is because
the large dissolution fingers, once formed, do not coalesce in
the lateral direction but, instead, travel downward relatively
independently [Riaz et al., 2006]. Thus, for most systems,
the effect of independent fingers leads to an average con-
centration of dissolved CO2 over a grid block that is less
than the fully saturated concentration.
3.1.2. Benchmark Results
[58] The benchmark results are presented to address the

questions posed by the benchmark study (Dahle et al., 2009)
and were designed to determine the ultimate fate of the
injected plume during the postinjection period. They include
three reported measures: (1) the maximum upslope extent of
the plume at three specified times, (2) the distribution of
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CO2 mass in the mobile, residual, and dissolved states, and
(3) the time to complete immobilization of the CO2 . These
data are given in Table 1, and a discussion of the results is
provided herein. Only results that invoke line symmetry are
presented in this paper, but the reader is referred to J. M.
Nordbotten et al. (Computational results for CO2 migration
under a sloping caprock, manuscript in preparation, 2011)
for detailed results from other simulations that model the
transverse direction.
[59] When the benchmark system is modeled without

solubility trapping (Figure 2), the simulation results show
the CO2 plume reaching the domain boundary, 150 km from
the point of injection, after 22,000 years, before all the CO2

is entrapped in the residual phase. At the time the plume
reaches the boundary, 82% of the injected mass has been
trapped residually. A plot of the distribution of CO2 mass
between the mobile phase and residual phase in Figure 3
shows that there is a high rate of entrapment initially,
which gradually slows as the plume travels updip. The
sweep efficiency of the plume in the vertical direction
decreases as the plume migrates and spreads updip, which
accounts for the slow rate of entrapment at late times.
[60] The inclusion of the convection‐enhanced dissolu-

tion model (Figure 4) leads to significantly different
behavior. The CO2 plume does not travel as far as the case
when dissolution effects are not modeled, nor does it remain
mobile for as long a time. It is clear from Figure 4 that the
plume is immobilized before it travels more than about
50 km updip from the injection well. Complete immobili-
zation occurs within 12,000 years postinjection. Figure 5
shows that the final distribution of total CO2 mass is
almost equally distributed between the residual and dis-
solved phases. This indicates that solubility trapping and
capillary trapping are equally important in this problem.
Furthermore, it appears that the rate of capillary trapping
does not change significantly when dissolution‐convection
effects are modeled. This is evident by looking at the same
point in time (10,000 years), where there is nearly the
same proportion of CO2 mass in the residual phase when

Figure 2. Numerical results of the benchmark problem without dissolution effects. The plots show the
evolution of CO2 in the mobile state (black area) and in the residual state (dark gray area) over time in the
postinjection period at the following times: (a) 0 years, (b) 600 years, (c) 2500 years, (d) 6250 years,
(e) 12,500 years, and (f) 22,000 years.

Table 1. Summary of Benchmark Results

Cdiss

(kg m−2 yr−1)
Years

Postinjection

Maximum
Upslope

Extent (km)

Percent CO2 Mass

Mobile Residual Dissolved

0 0 12.6 100 0 –
0 100 13.4 98 2 –
0 22,000 >150 18 82 –
0.44 0 11.1 99 0 1
0.44 100 9.6 94 1 5
0.44 12,000 52.4 0 52 48
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dissolution‐convection processes are modeled (45%) as
when they are not (49%). Examination of the rate of mass
trapped in residual phase in both cases, although not shown
here, confirms this observation.

[61] Figure 5 also indicates that the rate of CO2 mass
transfer into the dissolved state is higher in the early post-
injection period (<200 years) and gradually slows to a nearly
constant rate before mobile CO2 is depleted. This occurs in
part because CO2 entrapment in the residual phase is also
maximum at this time, and therefore, the mass transfer of
CO2 into the brine phase that imbibes into the residual phase
region, which we recall is an instantaneous process in this
model, leads to a large amount of dissolved CO2. This
dissolution associated with imbibition accounts for nearly all
of the dissolved CO2 at early postinjection time.
[62] It should also be noted in Figure 5 that the slight

increase in dissolved CO2 mass once the mobile CO2 has
been depleted is due to the mass transfer of CO2 from the
residual phase that remains once the mobile CO2 is com-
pletely entrapped. We observe that the residual phase is
being dissolved at a much slower rate than the mobile phase
CO2, indicating that this process may be considered a sec-
ondary effect that is likely on the same timescale as CO2

mineralization processes.
[63] The benchmark results can also be analyzed by

examining the influence of dissolution‐convection effects
on the effective rate of migration. In Figure 6, we observe
that in the absence of dissolution, the tip velocity is driven
only by buoyancy and reaches a relatively constant rate of
migration quickly. On the other hand, convection‐enhanced
dissolution decreases the effective rate of plume migration
by approximately 50%. This should not be equated with a

Figure 3. Distribution of CO2 mass over time for the
benchmark problem without dissolution effects. The fraction
of total CO2 mass in the mobile phase is indicated by the
white area and that in the residual phase by the dark gray
area.

Figure 4. Numerical results of the benchmark problem with dissolution‐convection effects included.
The plots show the evolution of CO2 in the mobile state (black area), in the residual state (dark gray area),
and in the dissolved state (light gray area) over time in the postinjection period at the following times:
(a) 0 years, (b) 600 years, (c) 2500 years, (d) 6250 years, (e) 12,500 years, and (f) 22,000 years.
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reduction in the buoyancy of the plume, but rather with the
similar timescales of buoyancy drive and convection‐
enhanced dissolution rate, which result in the leading edge
of the plume being dissolved almost as fast as it is traveling
upslope. This interplay between buoyancy and dissolution is
quite evident in the early time behavior of the plume, where
the maximum upslope extent of the plume retracts from
11.1 km at the end of injection to 9.6 km 100 years after
injection (see Table 1). This effect is entirely due to disso-
lution immobilizing the CO2 at a faster rate than the plume
can advance due to buoyancy. It should be noted that since
this is not a perfectly hyperbolic system, the influence of
buoyancy on the tip velocity is less at early times than at
later times.

3.2. Full Johansen Results

[64] The vertically averaged model with solubility trap-
ping is applied to a general geological formation to examine
the effect of long‐term dissolution‐convective mixing in a
more natural, heterogeneous system. The Johansen forma-
tion, located under the North Sea off the coast of Norway,
has been identified as a likely candidate to sequester CO2

emissions from large onshore point sources. The brine‐
bearing formation has an areal extent of 60 km × 60 km and
is characterized by a distinctive fault that not only is sealing
but also effectively splits the formation into two parts; the
northeast portion has an updip, and the southwest portion
has a downdip (Figure 7). The formation is heterogeneous in
both porosity and permeability. The heterogeneity field is
constructed from depth‐correlated values that were derived
from core data. The geological and hydrological setting has
been described in detail elsewhere [Eigestad et al., 2009],
and a portion of the formation has been the subject of a
previous benchmark study [Class et al., 2009]. The detailed
information in those publications will not be repeated here.

[65] We extend a previous study of CO2 injection into the
Johansen formation [Gasda et al., 2009], where 1 Mt yr−1 of
CO2 is injected for a 50 year period. In the original study,
residual trapping was the only process modeled during the
postinjection period. Fluid properties are constant, and local
residual saturations are sc,r = 0.5 and sb,r = 0.2. The extent of
CO2 trapping over the 100 year postinjection period in that
study was found to be over 50% of the total injected mass.
[66] This same system was modeled in an identical

manner but with the addition of dissolution‐convection
effects. The upscaled dissolution rate is assigned as
0.44 kg m−2 yr−1, a relatively conservative value, as dis-
cussed in section 3.1.1. In Figure 7, we see that the mobile
CO2 interface migrates updip as a contiguous plume within
the first 100 years, but then the plume breaks up into smaller
plumes as most of the CO2 mass becomes trapped in the
residual or dissolved states. The shape of the region of
residually trapped CO2 follows the general pattern of the
mobile plume. Within 2000 years, the thinner portions of the
residual region, toward the left and right, are completely
dissolved. The region of dissolved CO2 grows as the
mobile CO2 migrates updip and then is essentially static
after 2000 years.
[67] The effect of dissolution leads to nearly complete

immobilization within just 2000 years (Figure 8). The
amount of mass that exists in the dissolved phase at
2000 years is approximately 53%, with 46% in the residual
state. The remaining 1% of CO2 mass is in the mobile phase,
an amount that persists as the total rate of dissolution and
residual trapping levels off between 2000 and 3000 years
after injection ceases. These small plumes of CO2 that
remain in the “mobile“ phase are evident in Figure 7, and
they are created because the heterogeneity and caprock
topography lead to a complex plume shape with mobile CO2

trapped in local dome structures (as such, it is actually
“immobile”). These small plumes do not dissolve and
remain as a separate fluid phase because the surrounding

Figure 5. Distribution of CO2 mass over time for the
benchmark problem with dissolution‐convection effects
included. The fraction of total CO2 mass in the mobile phase
is indicated by the white area, that in the residual phase by
the dark gray area, and that in the dissolved phase by the
light gray area.

Figure 6. Comparison of maximum upslope extent mea-
sured as distance from the injection well over time for the
benchmark problem. The solid line indicates the case with
convection‐enhanced dissolution, and the dashed line indi-
cates the cases without dissolution.
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Figure 7. Numerical results of residual and solubility trapping in the Johansen formation during a
3000 year postinjection period. (top) The geological structure of the formation, indicating the injection
well and the distribution of porosity. (bottom) Contour plots, indicating the outer edge of the different
CO2 regions (mobile, residual, and dissolved CO2) within a subregion of the entire Johansen formation.
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brine is completely saturated with dissolved CO2. In addi-
tion, the CO2 bubbles do not continue to travel updip
because they are trapped by the topography, thus effectively
immobilizing the CO2. This is an interesting result because
structural trapping is typically thought of as an important
mechanism in the injection and early postinjection periods.
But we see now an instance where this type of trapping
becomes somewhat important in the late postinjection
period in cases where topographical features are more
complex.

4. Summary and Discussion

[68] We have presented a vertically integrated sharp
interface numerical model for CO2 injection and long‐term
migration with residual and solubility trapping. Solubility
trapping is modeled using an upscaled mass transfer model
that has been derived within the vertically averaged frame-
work. This upscaled mass transfer model captures local
dissolution and convective mixing processes that occur
below the scale of the grid block. To do this, two assump-
tions are made: (1) that the onset time of instability required
for convection to begin is short compared to the timescale
being modeled and (2) that once the onset time of instability
has passed, the dissolution process is essentially linear and
can be approximated by a constant rate of dissolution in
time, up until the time that all of the brine below the mac-
roscopic interface is saturated with CO2. These assumptions
have been shown in previous studies to be reasonable for
typical deep geological systems. In this paper, we have
shown that by simplifying a complex multiscale process, the
effects of dissolution can be modeled over much larger
spatial and temporal scales than would be possible using a
traditional numerical model. Because the sharp interface
model is solved numerically, this method is also a distinct
improvement over analytical sharp interface models that are

limited to ideal systems and have only been developed to date
to include residual trapping in homogeneous formations.
[69] The model presented herein was applied to a simple

benchmark problem to demonstrate the ability of the model
to capture long‐term trapping processes that are important
for the stabilization of the CO2 plume. We have also dem-
onstrated that these processes can be modeled for very large,
complex systems, such as the Johansen formation in the
North Sea, over time periods on the order of 10,000 years.
We have found that the addition of a dissolution‐convection
model in the benchmark problem greatly impacts long‐term
trapping of mobile CO2 in two ways: (1) by reducing the
maximum travel time by several thousand years and (2) by
decreasing the maximum updip travel distance by 100 km or
more. It should be noted that the benchmark results are not
intended to be representative of real systems, and the time to
stabilization and maximum distance traveled are measures
that are very sensitive to system properties such as perme-
ability. For many continental basins, the permeabilities are
much lower than that used for this simple system, which
implies much slower rates of migration in typical systems.
In addition, we have found that for the Johansen formation,
a more realistic geological system, the rates of migration are
also affected by heterogeneity and structural complexity.
This means that although the permeability of this system is
generally high, the resulting rate of migration is relatively
slow. Combined with convection‐enhanced dissolution and
residual trapping, the slow migration rate leads to complete
immobilization after a few thousand years. The relatively
long time to stabilization is countered by the fact that the
plume never extends more than 15 km from the injection
point. Therefore, it is important to consider the long‐term
immobilization of CO2 as largely dependent on the prop-
erties of the system of interest.
[70] A sharp interface assumption was employed in the

model development, which means we assume the capillary
transition zone is small relative to the vertical length scale of
the system. This implies that the model results for the
benchmark and the Johansen cases do not include the effect
of significant local capillary forces on long‐term CO2

migration. For systems where the capillary transition zone is
a significant fraction of the aquifer height, local capillary
effects will retard the upslope migration of the plume
because of reduced local relative permeability values where
local CO2 saturation is small. This effect can be included
within the vertically integrated framework by simply allow-
ing both fluid phases to be mobile above the macroscopic
interface zM. The saturation profile is no longer constant in
this region but is defined by the local capillary pressure
function, with the integrated fluid fluxes accounting for the
vertical variation in fluid mobility. The implementation of
this model including capillary pressure effects will be the
subject of future work.
[71] Simple, yet effective models such as the one pre-

sented herein are essential tools for understanding the long‐
term fate of sequestered CO2 plumes at relevant spatial and
temporal scales. The present model allows for insight into
measures such as maximum travel distances and times
before the CO2 is effectively immobilized by capillary and
solubility trapping mechanisms, without compromising the
essential physics of the problem. These estimates can be
obtained in a relatively short computational time frame,
which would be impossible for standard high‐resolution

Figure 8. Distribution of CO2 mass over time for the Jo-
hansen test problem with dissolution‐convection effects
included. The fraction of total CO2 mass in the mobile phase
is indicated by the white area, that in the residual phase by
the dark gray area, and that in the dissolved phase by the
light gray area.
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numerical methods run on the most powerful computing
architectures. As a result, this model may be of value to
both operators and, especially, regulators. Although high‐
resolution numerical methods are still invaluable for
examining the details of these complex, multiphysics, and
multiscale processes, the utility of simple models is very
important for assessing the long‐term success of industrial‐
scale carbon capture and storage operations.
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