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[1] The objective of this study is to better understand and improve snowmelt simulations in
the advanced Weather Research and Forecasting (WRF) model by coupling it with the
Community Land Model (CLM) Version 3.5. Both WRF and CLM are developed by the
National Center for Atmospheric Research. The automated Snow Telemetry (SNOTEL)
station data over the Columbia River Basin in the northwestern United States are used to
evaluate snowmelt simulations generated with the coupled WRF-CLM model. These
SNOTEL data include snow water equivalent (SWE), precipitation, and temperature. The
simulations cover the period of March through June 2002 and focus mostly on the snowmelt
season. Initial results show that when compared to observations, WRF-CLM significantly
improves the simulations of SWE, which is underestimated when the release version of
WRF is coupled with the Noah and Rapid Update Cycle (RUC) land surface schemes, in
which snow physics is oversimplified. Further analysis shows that more realistic snow
surface energy allocation in CLM is an important process that results in improved snowmelt
simulations when compared to that in Noah and RUC. Additional simulations with
WRF-CLM at different horizontal spatial resolutions indicate that accurate description of
topography is also vital to SWE simulations. WRF-CLM at 10 km resolution produces the
most realistic SWE simulations when compared to those produced with coarser spatial
resolutions in which SWE is remarkably underestimated. The coupled WRF-CLM provides
an important tool for research and forecasts in weather, climate, and water resources at
regional scales.

Citation: Jin, J., and L. Wen (2012), Evaluation of snowmelt simulation in the Weather Research and Forecasting model,
J. Geophys. Res., 117, D10110, doi:10.1029/2011JD016980.

1. Introduction

[2] In the western United States (WUS), maximum
precipitation occurs in the cold seasons, and minimum pre-
cipitation falls in the warm seasons. This bimodality leads
50–70% of the annual precipitation in this mountainous
region to falling as snow [Serreze et al., 1999], resulting in
75–85% of the annual streamflow coming from snowmelt
runoff [Grant and Kahan, 1974]. Fossil fuel emissions have
caused a 1�C increase in global temperature during the last
100 years, with an additional 2–5�C temperature increase
anticipated by the end of this century [Intergovernmental
Panel on Climate Change, 2008]. Snow is especially vul-
nerable to such climate change. By analyzing more than
50 year observations, Knowles et al. [2006] found that more
precipitation falling as rain instead of snow and earlier-than-
normal snowmelt in the WUS can be attributed to warming
across the region. Thus, accurate predictions of snow mass

in the WUS are crucial to the region’s well-being under the
current climate change background. Efforts to better under-
stand and more accurately predict snow mass in the WUS
have been made by a number of researchers through obser-
vational analysis and numerical modeling (e.g.,McCabe and
Wolock [1999], Mote [2003], Leung and Qian [2003], Jin
et al. [2006], and many others). These efforts have signifi-
cantly advanced the ability to predict snow mass in the WUS.
[3] Large-scale atmospheric processes have a significant

influence on snow in the WUS. Research has indicated that
about 20% or less of the snow mass variance in the WUS
results from shifts in air moisture transport caused by the
El Niño–Southern Oscillation [McCabe and Dettinger, 2002;
Jin et al., 2006]. Jin et al. [2006] also found that the internal
variability of the atmosphere contributes significantly to the
snow variance in this region. Lo and Clark [2002] indicated
that an inverse correlation exists between WUS wintertime
mountain snow and the North American summer monsoon
rainfall, implying that seasonal variations of snow in the WUS
are closely related to the summer surface heating processes
that alter the atmospheric circulation and precipitation.
In addition, the mountainous topography in the WUS com-
plicates the spatial distribution of snow. Under a warming
background, snow has a most pronounced decrease at lower
and middle elevations, while observed absolute temperatures
at higher elevations are still sufficiently low that a large
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decrease of snow mass is not apparent [McCabe and Clark,
2005]. Howat and Tulaczyk [2005] indicated that the snow
mass in the WUS even showed an upward trend on the tops
of some WUS mountains, a result of amplified cold season
precipitation. This amplified precipitation at higher eleva-
tions is caused by strong orographic lifting of air with larger
water-holding capacity under a warming climate condition.
Thus, snow predictions could be improved if the topography
were more accurately described in the numerical computer
models [Leung and Qian, 2003] that have played an impor-
tant role in snow and related hydroclimate research and
forecasts.
[4] Recent development of numerical computer models

has led to improvement in snow research and forecasts
[Livneh et al., 2010; Jin and Miller, 2007;Wang et al., 2010;
Leung and Qian, 2003; Rauscher et al., 2008]. However,
process level mechanisms and parameterizations related to
snow predictability have not been adequately addressed in
both dynamically coupled weather and climate models and
off-line snow models, and large uncertainties still exist in
these models. These uncertainties include the errors in
atmospheric forcings and oversimplified snow physics and
model structure. This study focuses on the improvement
of snow simulations in a state-of-the-art next generation
regional climate model by coupling it with a more sophisti-
cated snow model. Using this coupled model, detailed physi-
cal processes and mechanisms that control snow simulations
are quantified, and the impact of snow on critical weather and
climate variables such as temperature and precipitation is
described. Section 2 introduces the model and provides the
data description and methodology for this study, section 3
provides the modeling results and comparisons to observa-
tions, and section 4 gives a discussion and conclusions.

2. Model, Methodology, and Data

[5] The regional climate model used in this study is
Version 3.0 of the Weather Research and Forecasting (WRF)
model developed by the National Center for Atmospheric
Research (NCAR). We recently coupled the advanced Com-
munity LandModel (CLM)Version 3.5 withWRF to improve
regional climate simulations [Jin et al., 2010; Subin et al.,
2011]. We have performed a series of simulations with dif-
ferent combinations of the physical schemes within WRF
coupled with CLM over the WUS at 10 km resolution and
have found an optimal combination that produces realistic
precipitation and temperature simulations (see section 3). In
this optimal combination, the microphysics scheme selected
was the WRF Single-Moment 3 class (WSM3) scheme [Hong
et al., 2004]. The Mellor-Yamada-Janjic scheme was used for
the boundary layer processes [Janjic, 1996], and the Grell-
Dévényi ensemble convection scheme [Grell and Dévényi,

2002] was used to parameterize cumulus clouds. The Rapid
Radiative Transfer Model (RRTM) based on Mlawer et al.
[1997] was selected for calculating longwave radiation, and
the Goddard shortwave scheme was used for calculating
shortwave radiation [Chou and Suarez, 1999].
[6] To better understand the simulations of snow and

related processes, WRF-CLM simulations were compared
with those from WRF coupled with the Noah [Barlage et al.,
2010; LeMone et al., 2010a, 2010b] and Rapid Update Cycle
(RUC) [Smirnova et al., 1997, 2000; McKeen et al., 2005]
land surface schemes. The Noah and RUC land surface
schemes were originally embedded in the release version of
WRF. The comparison of the three land surface schemes is
shown in Table 1. CLM has been shown to be accurate in
describing snow, soil, and vegetation processes for global
and regional applications [Bonan et al., 2002; Zeng et al.,
2002; Jin and Miller, 2007]. CLM includes a five-layer
snow scheme, a 10-layer soil scheme, and a single-layer
vegetation scheme. Solid ice and liquid water are described in
the snowpack as prognostic variables. A sophisticated snow
compaction scheme is used to calculate the height and den-
sity of snow, where snow density is a critical variable for
describing the water and heat transfer within the snowpack
[Jin et al., 1999a]. The model physically describes frozen soil
processes and their impact on soil properties. The two-stream
approximation [Dickinson, 1983; Sellers, 1985] is applied to
the vegetation to calculate solar radiation reflected and
absorbed by the canopy as well as its transfer within the
canopy. A maximum of 10 subgrids per model grid is
included in CLM to better represent subgrid heterogeneity of
the land surface. The 24 United States Geological Survey
(USGS) land use types are translated to the 16 plant func-
tional types in CLM based on a lookup table. The soil is
divided into 19 categories defined as percentages of sand and
clay. Additional technical details on CLM are provided in
Oleson et al. [2004].
[7] As shown in Table 1, Noah has four soil layers, with a

total depth of two meters and a single slab snow layer lumped
with the topsoil layer, which is set to 10 cm. Although the
vegetation is separated from the soil in Noah, the heat and
water fluxes between the bottom of the canopy and the
soil/snow surface are not described. In addition, Noah does
not have subgrid cells within its model grid cell. Unlike
Noah, RUC has two separate snow layers, which is different
from Noah, but the structure and physics of these two models
are generally quite similar. In particular, the vegetation
scheme in RUC [Smirnova et al., 1997] is taken from that
in Pan and Mahrt [1987], which is also used in Noah. In
addition, liquid water transfer in the snowpack is missing in
both Noah and RUC, but is included in CLM. This transfer
is important to snowpack simulations and was discussed in
detail in Jin et al. [1999a].

Table 1. Comparison of the Noah, RUC, and CLM Land Surface Schemes in WRF

Model Vegetation Soil Snow

CLM Subgrids with up to 10 vegetation types
in one grid cell

10-layer temperatures and moistures
and frozen soil

5-layer snow with liquid water;
variable snow density

Noah One vegetation type in one grid cell 4-layer temperatures and moistures
and frozen soil

1-layer snow lumped with the topsoil layer;
no liquid water; fixed snow density

RUC One vegetation type in one grid cell 6-layer temperatures and moistures
and frozen soil

2-layer snow; no liquid water;
fixed snow density
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[8] A series of WRF nested simulations was performed
with the three land surface schemes. These nested simula-
tions included two-way 30 km (domain D1) to 10 km
(domain D2) resolutions (Figure 1a). The 30 km resolution
domain (D1) covered the WUS, parts of the eastern Pacific
Ocean, and western Canada. The nested 10 km resolution
domain (D2) covered the Pacific Northwest, including the
entire Columbia River Basin, where snow is the main
water resource and is the focus of this analysis. Additional
WRF-CLM simulations were performed with 180–60 km,
90–30 km, and 60–20 km nested domains to examine how
and to what extent model resolutions affect snow simula-
tions. In these additional simulations, the model physics
options and domain sizes were the same. Only the results
from the inner domains (60, 30, 20, and 10 km) are analyzed.
The WRF is configured with 28 vertical sigma layers from
the surface to the 100 hPa level for all simulations in order to
capture physical processes within the planetary boundary
layer and the upper atmosphere. There is no adjustment made
for the default model parameters related to snow in CLM,

Noah, and RUC, and those default parameters are used for
all simulations generated in this study. The National Centers
for Environmental Prediction/NCAR (NCEP/NCAR) Reanal-
ysis data at 2.5� � 2.5� resolution were used as WRF initial
and lateral boundary conditions. The latter were updated every
6 h over the period of 2 March through 30 June 2002, a period
that is under neutral tropical Pacific sea surface temperature
conditions. Across the WUS, snow usually reaches its maxi-
mum amount around 1 April [Serreze et al., 1999] and then
starts to melt. Thus, in our study period, snowmelting was
the major process.
[9] The main focus of this study is evaluating the snowmelt

schemes in the three land surface models coupled with WRF.
However, the current release versions of WRF overestimate
winter precipitation especially over the mountainous the
WUS as described in Jin et al. [2010], which is likely to lead
to overestimated snowpack. In this case, even a perfect snow
scheme would be unable to produce a realistic snowpack
simulation because of the overestimated precipitation. To
avoid this problem, we chose the spring and early summer
(March through June) for our study period, a time whenWRF
produces reasonable precipitation simulations (discussed in
section 3). In addition, most precipitation falls as rain instead
of snow during this period of time, which significantly
reduces the impact of precipitation on snowpack simulations
and allowed us to fully evaluate the reliability of the snow
schemes in WRF.
[10] The observed Snow Telemetry (SNOTEL) data

included daily snow water equivalent (SWE), 2 m height
temperature, and precipitation (used here for model evalua-
tion), which were quality controlled using the method
described in Serreze et al. [1999]. Observations were taken
from 32 selected SNOTEL stations (Figure 1b), all of which
were located in Washington and northern Oregon. The
observed SNOTEL SWE values were also used for model
initialization in both the 30 km and 10 km resolution domains
at the corresponding grid cells, because of the poor quality of
the NCEP/NCAR reanalyzed SWE data. For the model grid
cells without available SNOTEL SWE data, the 0.125� �
0.125� girded SWE data produced by the North American
Land Data Assimilation System [Pan et al., 2003] were
used for the initial conditions. Thus, in the grid cells where
the SNOTEL stations exist, the SWEs were initialized with
the observations from the 32 SNOTEL stations located in the
Columbia River Basin (Figure 1b).

3. Results

3.1. Snow Simulations

[11] WRF runs with CLM, Noah, and RUC land surface
schemes were performed to examine snowpack simulations
over the Columbia River Basin. Figure 2a shows the time
series of observed and simulated SWE averaged over the
32 SNOTEL stations in the Columbia River Basin with the
three land surface schemes in WRF at 10 km resolution.
The results at other resolutions are analyzed in section 3.4.
It is clear that CLM can accurately reproduce the observed
snowpack, while Noah and RUC dramatically underestimate
it. The averaged SWE over the study period for observation is
494 mm, and for CLM, it is 511 mm (Table 2). CLM slightly
overestimates the SWE in March (Figure 2a). The averaged
SWE for Noah for our study period is 174 mm, and for RUC,

Figure 1. (a) The nested domains in WRF. D01 is the
30 km resolution domain, and D02 is the 10 km resolution
domain. (b) The geographical distribution of the 32 SNOTEL
stations (black dots).
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it is 123 mm. Obviously, the simulated SWE values in both
Noah and RUC are considerably lower than the observations
and those in CLM.
[12] Figure 2b shows the root-mean-square errors (RMSEs)

for SWE with a box plot for the 32 SNOTEL stations. CLM
generally has the lowest errors and the smallest interquartile
range (IQR, the box height), although it generates outliers at
three stations, indicating that CLM’s performance is consis-
tent at most of the 32 SNOTEL stations. The time series of
the domain-averaged SWE at 10 km resolution demonstrates
a similar pattern to that for the SNOTEL stations (Figure 2c),
indicating that the temporal evolution of SWE at the
SNOTEL stations is representative for the entire domain.
Figure 3 illustrates the spatial distribution of the SWE biases
from the three land surface schemes. Obviously, the largest
errors occur in the Cascade Range (near the west coast
region) for all schemes, and the most dramatic negative
biases are seen in Noah and RUC. It is also found that
the observed maximum SWE averaged over the 20 stations
west of 120�W is nearly 1,000 mm, while it is only 500 mm
averaged over the 12 inland stations east of 120�W. How-
ever, the time series of the simulated SWE and their biases
both in the Cascades and inland still follow a similar pattern,
shown in Figure 2a. The large errors in the Cascades are

related to the large absolute SWE values there. For instance,
10% of the error in the simulated SWE in the Cascades is
about 100 mm, while it is 50 mm inland.
[13] In these WRF simulations, all the model settings are

exactly the same except for land surface scheme. Thus, it
is quite obvious that the differences in the SWE simulations
are caused by the land surface schemes.

3.2. Surface Energy Allocation in CLM, Noah,
and RUC

[14] As discussed in section 2, CLM3 has up to 10 subgrids
in one model grid cell. Such a subgrid configuration is
not included in Noah or RUC. These subgrids lead to a sig-
nificant difference in surface energy allocation as compared
with those models without them, especially over highly

Figure 2. (a) SWE observations and simulations of WRF with CLM, Noah, and RUC averaged over the
32 SNOTEL station stations for the period of 2 March through 30 June 2002. (b) The box plots of the SWE
RMSE for CLM (blue), Noah (red), and RUC (green). The whiskers represent the minimum and maximum
values, and the stars represent the outliers. (c) The domain-averaged SWE at 10 km resolution for these
three land surface models for the same period.

Table 2. The Mean Observations and Simulations From WRF
With CLM, Noah, and RUC Over the 32 SNOTEL Stations for
2 March Through 30 June 2002

OBS CLM Noah RUC

SWE (mm) 494 511 174 123
Temperature (�C) 3.5 4.1 4.4 5.1
Precipitation (mm/d) 3.9 5.0 5.8 5.5
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heterogeneous surfaces. In both Noah and RUC, the follow-
ing energy balance equation is used for computing the
snowmelt [Chen and Dudhia, 2001; Smirnova et al., 2000]:

1� ag

� �
Sg↓þ LWDa � LWUð Þ � H� LE� G� Hm ¼ 0;

ð1Þ

where ag is the albedo of the grid cell, which includes the
effects of snow, soil, and vegetation, Sg↓ is the downward
solar radiation for the grid cell, LWDa is the downward
longwave radiation from the atmosphere, LWU is the long-
wave emission from the snow/soil surface, H is the sensible
heat flux, LE is the latent heat flux (where L is the latent heat
of vaporization (2.5 e6 J kg�1), and E is evaporation), G is the
ground heat flux, and Hm is the heat flux used to melt the
snow. However, in CLM, a different energy balance equation
is used to estimate the snowmelt [Oleson et al., 2004]:

1� asð ÞSo↓þ LWDaþv � LWUð Þ � H� LE� G� Hm ¼ 0;

ð2Þ

where as is the snow/soil surface albedo, So↓ is fractional
downward solar radiation to the surface for the open area in
the model grid cell, and LWDa+v is the downward longwave
radiation from the atmosphere and the canopy bottom to the
surface.
[15] It is noteworthy that the entire downward solar radia-

tion (Sg↓) in equation (1) is used for calculating the heat flux
for melting snow, which is reasonable if the snow surface in
the model grid cell of a land surface model is exposed to the
air without vegetation coverage. Surface albedo is used to
calculate net solar radiation.
[16] However, a problem emerges if there are snow and

vegetation coexisting in a model grid cell. In this case, part of
the downward solar radiation is intercepted by the vegetation,
and the rest of the solar radiation can reach the snow surface
if it is not fully covered by the vegetation. If the entire
downward solar radiation is still used to estimate the snow-
melt flux as shown in equation (1), a faster snowmelt could
occur. In addition, the grid cell albedo (ag) should be an area-
weighted average of vegetation and snow surface albedos
when only these two land use types coexist. This albedo is
usually lower than the albedo of snow alone, which could

Figure 3. Spatial distribution of SWE biases for the 32 SNOTEL stations from the 10 km resolution
results for (a) CLM, (b) Noah, and (c) RUC. The blue circles represent positive biases, and the red circles
represent negative biases. The number of stations for each bias range is shown in the legends.
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further increase snow surface temperature or intensify snow-
melt in Noah and RUC.
[17] However, a CLM grid cell includes subgrids that

could lead to more reasonable surface energy allocation over
a heterogeneous surface, as in equation (2). When snow
coexists with vegetation in one CLM grid cell, a fractional
downward solar radiation (So↓) is assigned to the snow sur-
face exposed to the air according to the area weight, where
snow albedo (as) is used for computing surface solar radia-
tion absorption. For the snow directly under the canopy, solar
radiation can still penetrate into the canopy and reach the
snow surface according to a two-stream solar penetration
scheme [Dickinson, 1983; Sellers, 1985]. The amount of
incoming solar radiation reaching the surface is largely
determined by the canopy leaf density (leaf area index) in
CLM. At the same time, energy exchanges between the
canopy bottom and the surface, such as longwave radiation
and sensible and latent heat fluxes, are explicitly calculated.
These CLM configurations more closely represent actual
conditions than those in Noah and RUC. Therefore, realistic
surface energy allocation is one of the important processes
that lead to the improvement in CLM SWE simulations when
compared to those in Noah and RUC under the same atmo-
spheric model settings (Figure 2a). A similar discussion was
also included in Jin and Miller [2007]. The vegetation effects
on snow are analyzed again in the next section.

3.3. Effects of Vegetation on Snow Simulations

[18] In the WUS, almost all the SNOTEL stations where
the SWEs were measured are located in open areas. Among
our selected SNOTEL stations, 26 are located in the forest,
and 6 stations are in grasslands. Those in the forest are still
located in the open spaces between the trees. Thus, the SWE
under the canopy is not measured. However, the SWE in a
CLM grid cell with a forest land use type is an areal average
of the SWE values under and outside the canopy. This model

configuration indicates that the canopy sheltering effects
are included in the simulated SWE in CLM. There seems to
be an inconsistency between the simulations and observa-
tions. Nevertheless, it is clear from Figure 2a that the simu-
lated SWE values in CLM agree very well with those that
were measured over the open spaces as indicated above. Our
reasoning process is as follows: all the SNOTEL stations
selected for this study are located in the areas north of 45�N.
Thus, during the snow season, the incoming solar radiation is
mostly tilted toward the surface, and the snow surface outside
the canopy, where the SNOTEL instruments are situated, is
often shaded by the trees during the daytime, and not all the
direct solar radiation can reach the surface. Therefore, can-
opy sheltering effects may be included in the measurements
at our selected SNOTEL stations.
[19] In order to verify our speculation, one additional

simulation with WRF-CLM was performed, where the forest
land use type in those grid cells with SNOTEL stations
(26 stations as mentioned above) was changed to the grass-
land (hereafter “Grass case”), and the other model settings
remained the same as those in the WRF-CLM simulations
shown in Figure 2 (hereafter “Forest case”). Doing this
removes the canopy sheltering effects when the snow depth
(not SWE) is higher than the grass height, which is set to
50 cm in CLM. Interestingly, Figure 4 shows that a faster
SWE melting in the Grass case is seen only between late
April and early May 2002 when compared to that in the
Forest case with sheltering effects, and there is no signifi-
cant difference in SWE between the two cases during the
other times in our simulation period. However, when the
snow duration at individual SNOTEL stations is examined
(Figure 5), the snow duration in the Forest case is found to be
generally longer than that in the Grass case when the simu-
lated peak SWE (the average of the peak SWEs in the two
cases at each SNOTEL station) is lower with some excep-
tions, and the largest duration difference can reach 16 days.

Figure 4. The SWE observations and simulations with WRF-CLM for the period of 2 March through
30 June 2002. The green line represents the SWE simulations averaged over the 26 SNOTEL stations cov-
ered by forest, and the blue line represents those averaged over the same SNOTEL stations, but their land
use type is changed to grassland.
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[20] It is found that the snow duration difference between
the Forest case and the Grass case is fewer than 8 days (the
vertical line in Figure 5) when the peak SWE averaged over
the two cases is higher than 900 mm (the horizontal line in
Figure 5, although there are two exceptions), which is
defined as “HPS” (high peak SWE). At the same time, the
duration difference is more than 8 days when the peak SWE
is lower than 900 mm (with one exception), which is defined
as “LPS” (low peak SWE). These three exceptions are most
likely linked to poor SWE simulations over the complex
terrain area. The criterion used here (the 8 day snow duration
difference) to categorize HPS and LPS is an arbitrary selec-
tion, but it appears to work reasonably well in the following
analysis. The SWE values in Figure 6a are averaged over
those SNOTEL stations (13 out of 26 stations) where the
snow duration in the Forest case is 8 days longer than in
the Grass case (for the LPS); the SWE values averaged over
the rest of the stations are shown in Figure 6b (for the HPS).
In Figure 6a, the simulated peak SWE values in the Forest
and Grass cases are about 650 mm and are close to the
observation, while such values are nearly doubled in
Figure 6b. In general, a notably faster snowmelt in the Grass
case is seen for the LPS, while for the HPS, there is no
significant difference in snowmelt between the Forest and
Grass cases.
[21] Figure 7 indicates that the surface (snow and/or soil) in

the Grass case generally has stronger solar radiation absorp-
tion than in the Forest case during the snowmelt season, but
the difference becomes smaller when the SWE increases.
This phenomenon can be well explained by the relationship
among snow fraction, SWE, and albedo [Oleson et al., 2004;
Niu and Yang, 2007]. A high SWE leads to a large snow
fraction, resulting in a high surface albedo. The high albedo
produces weak surface solar absorption, which can be anal-
ogous to the sheltering effects in the Forest case where the
surface net solar radiation is reduced due to direct solar
radiation to the surface being blocked by the trees. On the

other hand, due to the effects of snow fraction in CLM, a low
peak SWE results in a low albedo, resulting in stronger
surface solar radiation absorption in the Grass case than in
the Forest case (Figure 7) and generating a faster snowmelt
(Figure 6b).
[22] It is noteworthy that the snowmelting rates in the

Forest case are close to those in the Grass case under the HPS
conditions (as shown in Figure 6b) even though the solar
radiation absorption in the Grass case is 40–60Wm�2 stronger
than in the Forest case. This implies that the magnitudes
of the total surface energy absorption should be similar in
these two different land use type cases. Further examination
indicates that under the HPS conditions the energy absorp-
tion deficit in the Forest case (�40–60 Wm�2) is approxi-
mately compensated for by the stronger longwave radiative
forcing from the bottom of the canopy, which is stronger than
that coming mostly from the atmosphere in the Grass case
(not shown).
[23] The above analysis clearly shows that the canopy

sheltering effects need to be taken into account inWRF-CLM
in order to reproduce the SNOTEL SWE observations.
Although the snowmelt rates are similar for the cases with
and without canopy sheltering under the HPS conditions due
to the effects of albedo, such rates are significantly different
under the LPS conditions. This discussion further verifies
that the SWE measurements include the sheltering effects in
the forests of our study region. If the model fails to consider
such effects, simulated snowmelt will be faster than the
observation. These modeling results need to be further eval-
uated with more detailed in situ observations. Andreadis
et al. [2009] used high-quality SWE measurements taken
beneath the canopy and in a nearby clearing at a site near
the Oregon coast to study how vegetation cover affects the
SWE. They found that the beneath-canopy SWE was sig-
nificantly lower than that in the clearing due to the high-
canopy interception of snow during the snow accumulation
period, In this coastal area, the snowfall often contains a

Figure 5. The snow duration difference (the Forest case – the Grass case) versus the peak SWE value that
is an average over the Forest and Grass cases. The vertical line is for the 8 day duration difference, and the
horizontal line is for the 900 mm SWE, which are discussed in the text.
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high amount of liquid water that can easily adhere to the
vegetation. However, in this study, many SNOTEL stations
were located in the inland area where the liquid water con-
tent in the snowfall is likely to be lower. In addition, the
main focus in this study is the snowmelt season during which
rainfall is more dominant than snowfall. In this season,
canopy snow interception processes would be unlikely to
meaningfully affect the SWE on the ground. Thus, the con-
clusions drawn from Andreadis et al. [2009] may not apply
to the snow canopy interactions at the SNOTEL stations
selected for this study.
[24] It is also seen that vegetation apparently does not

affect snowmelt as dramatically as it does using CLM, Noah,
and RUC, where the latter two schemes do not include
a canopy sheltering effect. In fact, Jin and Miller [2007]
showed that such an effect results in a difference in snow
duration of about two months between the cases with
and without a canopy over the Sierra Nevada and is much
stronger than that simulated in this study. The key reason
is that the efficiency of the canopy sheltering effect is highly
correlated with the intensity of incoming solar radiation. The
data obtained from the United States National Renewable
Energy Laboratory show that incoming solar radiation is

about 25% stronger in the Sierra Nevada than in the
Colombia River Basin on average over our study period,
indicating that the canopy sheltering effect is more efficient
in the former area than in the latter. In addition, snowmelt
simulations are strongly affected by other factors such as
model layering, liquid water transfer within the snowpack, or
snow density. Those factors in the three land surface schemes
within WRF are compared in the fourth column of Table 1,
and more detailed discussions of the impact of model struc-
ture and physics on snowmelt are summarized in Jin et al.
[1999a, 1999b], Sun et al. [1999], and Jin and Miller [2007],
which are not reiterated in this study.

3.4. Precipitation and Temperature Simulations

[25] WRF with the three land surface schemes over-
estimated precipitation by more than 1 mm/d averaged over
the 32 SNOTEL stations for the period of 2 March through
30 June 2002 (Figure 8a and Table 2). The averaged value
of precipitation for observations is 3.9 mm/d, but for CLM,
Noah, and RUC, they are 5.0, 5.8, and 5.5 mm/d respectively.
Based on the box plot (Figure 8b), CLM also produces
the lowest median value of the RMSEs (CLM: 7.0 mm/d;
Noah: 7.5 mm/d; RUC: 7.2 mm/d). Moreover, the bias spatial

Figure 6. The averaged observations and simulations for the period of 2 March through 30 June 2002 for
(a) LPS and (b) HPS.
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Figure 7. The peak SWE (vertical axis) versus the surface solar radiation difference between the Forest
and Grass cases (Forest – Grass) (horizontal axis) averaged over April, May, and June of 2002.

Figure 8. (a) Precipitation observations and simulations with WRF coupled with CLM, Noah, and RUC
averaged over the 32 SNOTEL stations for the period of 2March through 30 June 2002. (b) Box plots of the
precipitation RMSE for CLM (blue), Noah (red), and RUC (green). The whiskers represent the minimum
and maximum values, and the star represents the outliers.

JIN AND WEN: WEATHER RESEARCH AND FORECASTING SNOWMELT D10110D10110

9 of 16



distribution maps (Figure 9) show that in the CLM simula-
tions there are seven stations where the bias is greater than
2 mm/d (Figure 9a), while in the Noah and RUC simula-
tions, such stations are 16 and 11 mm/d, respectively. The
CLM reduces the overestimated precipitation to some extent.
Apparently, this reduction results largely from the lower
evaporation in CLM (30 Wm�2) as compared to that in
Noah (63 Wm�2) and RUC (49 Wm�2) (Table 3). The lower
evaporation is obviously attributable to the colder surface
(4.1�C) in CLM due to the longer snow duration as compared
to those in Noah and RUC. Although the surface skin tem-
peratures in Noah and RUC are very close (5.2�C and 5.3�C,
respectively), their evaporation shows a large difference.
Further examination of these two models indicates that a
wetter soil in Noah is found, where the volumetric soil
moisture for a depth of 1 m is 0.36, averaged over the 32
SNOTEL stations for the period of 2 March through 30 June,
but it is 0.18 in RUC (not shown). Jin et al. [2003] indicated
that soil moisture calculation is strongly model dependent,
and in this study, the soil moisture scheme of Noah produces
a wetter soil than that of RUC.
[26] All three land surface schemes with WRF produce

a higher surface air temperature at a height of 2 m than the
observed value averaged over the 32 SNOTEL stations for
the study period (Figure 10 and Table 2), and the averaged
biases over those stations for CLM, Noah, and RUC are

0.6�C, 0.9�C, and 1.6�C for the period of 2 March through
30 June 2002. In the box plot of the temperature RMSE
(Figure 11), the error box is in the lowest position for CLM,
for which its 25% quartile is 2.4�C (2.6�C for Noah and
2.9�C for RUC). In the bias spatial maps, the number of
stations with a bias greater than 1�C is 10 for CLM, 14
for Noah, and 21 for RUC. It is clear that CLM produces the
best result among the three land surface models in tempera-
ture simulations. The 2 m height temperature is a function
of surface skin temperature and sensible heat flux. Although
the surface skin temperatures are close in Noah and RUC,
the stronger sensible heat flux in RUC (61 Wm�2) produces
a higher 2 m height temperature (5.1�C) than that in Noah
(40 Wm�2 and 4.4�C) (Table 3). Sensible heat flux in CLM

Figure 9. Same as Figure 3 except for precipitation.

Table 3. The Mean Simulations From WRF With CLM, Noah,
and RUC Over the 32 SNOTEL Stations for 2 March 2 Through
30 June 2002a

CLM Noah RUC

TS (�C) 4.1 5.2 5.3
ALB (fraction) 0.25 0.20 0.17
SHX (Wm�2) 56 40 61
LHX (Wm�2) 30 63 49

aTS, surface skin temperature; ALB, albedo; SHX, sensible heat flux;
LHX, latent heat flux.
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Figure 10. Same as Figure 8 except for temperature.
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Figure 11. Same as Figure 3 except for temperature.
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(56 Wm�2) is also higher than in Noah, but CLM’s surface
skin temperature was the lowest (4.1�C) among the three land
surface models. The combination of the surface skin tem-
perature and sensible heat flux in CLM produces the lowest
2 m height temperature (4.1�C) (Table 2), and this simulated
temperature is closest to the observed value (3.5�C).

3.5. Topographic Impact on Snow Simulations

[27] In theWUS, seasonal snow is seen mostly at middle to
high elevations. However, global weather and climate mod-
els are often unable to realistically simulate the WUS snow.
One of the reasons is that the prescribed terrain elevations in
these models cannot accurately reflect the reality due to their
coarse resolutions. It is unclear that what spatial horizontal
resolution would be adequate to reasonably simulate snow
and related processes especially over regions of complex
terrain such as the WUS. Figure 12 shows the scattering
points for the observed elevations versus those prescribed in
the WRF model over the 32 SNOTEL stations at different
spatial resolutions (from 10 km to 60 km). The three land
surface models use exactly the same terrain data obtained
from the USGS. At 60 km resolution, the averaged eleva-
tion in the WRF model over the SNOTEL stations is 438 m

lower than the actual value, and the root-mean-square error
(RMSE) is 510 m (Table 4). With increasing the model res-
olution from 60 km to 10 km, both the bias and RMSE
decrease.
[28] Table 4 indicates that the averaged model elevation

over the SNOTEL stations is lower than the actual value at
all four resolutions. In addition to the 30–10 km nested runs,
additional WRF runs with CLM at different horizontal spatial
resolutions were performed to examine how model resolu-
tion affects SWE, precipitation, and temperature simulations.
These additional runs were 180–60 km, 90–30 km, and 60–
20 km nested WRF-CLM simulations. The SWE simulations

Figure 12. The actual elevations (vertical axis) versus the model elevations (horizontal axis) over the
32 SNOTEL stations (red dots) at (a) 60 km, (b) 30 km, (c) 20 km, and (d) 10 km.

Table 4. The Biases and Root-Mean-Square Errors Between the
Model and Actual Elevations at Different Spatial Resolutions Over
the 32 SNOTEL Stations

RMSE (m) Bias (m)

60 km 510 428
30 km 402 329
20 km 312 225
10 km 248 139
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from the inner domains at the different resolutions (10 km,
20 km, 30 km, and 60 km) are shown in Figure 13. It seen that
the simulated SWE agrees best with the observation at 10 km
resolution, while the model underestimates SWE at those
resolutions coarser than 10 km. In addition, the WRF-CLM
slightly overestimates surface air temperature at 10 km res-
olution at a height of 2 m with a bias of 0.6�C (Table 5),
as discussed above, but the WRF-CLM produces the highest
bias (4.2�C) at the resolution of 60 km averaged over the
SNOTEL stations, where the model also has the largest
RMSE and bias in elevation. Table 5 shows that the averaged
temperature decreases with an increase in the resolution from
60 km to 10 km, which is most likely linked to an environ-
mental lapse rate and a feedback from the thicker SWE
values. However, precipitation increases when the resolution
increases from 60 km to 10 km, which is possibly triggered
by the steeper terrain at the higher resolutions. It is apparent
that the lowest precipitation bias occurs at 20 km resolution,
but the best snow simulation is seen at 10 km resolution.
However, these results are not contradictory. Our study
period is focused mostly on the snowmelt season in which
precipitation falls largely as rain. During this period of time,
the vulnerability of the SWE simulations to the simulated
precipitation bias is reduced, although precipitation could
still bring energy to the snowpack and change its melting
pattern. However, such a pattern change is not explicitly seen
in our simulation cases. Although further increases in the
model resolution can reduce the RMSE and bias in elevation,
they may not provide additional benefits to the SWE simu-
lations, which are a major focus of this study.
[29] In order to further identify the impact of the elevation

on SWE simulations in our study region, one more WRF-
CLM simulation is carried out with 60–20 km nested
domains. In this simulation, all the other modeling settings
are the same as those for the previous 60–20 km nested
simulations, but the elevations at the 32 SNOTEL stations are
replaced with the observed values as show in Figure 12.
Figure 14 indicates that such a replacement dramatically
improves the SWE simulation, which is 499 mm on average
over the study period from 2 March through 30 June 2002,
when compared to the observed value of 494 mm. At the
same time, the temperature bias is only 0.1�C, while the
precipitation bias is 0.9 mm/d. The precipitation bias for

the new 20 km resolution simulations is comparable to that
from the original model run at the same resolution, but the
temperature bias is markedly reduced from 0.6�C to 0.1�C,
resulting in a significant improvement of the SWE simu-
lation. This improvement implies that temperature played
a more dominant role in SWE simulations during our study
period and indicates that a realistic topography in WRF is a
vital to SWE, temperature, and precipitation simulations.

4. Conclusions and Discussions

[30] The objective of this study is to better understand and
improve snow simulations at regional scales by coupling a
sophisticated snow model with a next generation regional
climate model. The results indicate that the snow simulations
are dramatically improved with this newly coupled model.
Further analysis shows that such an improvement results
from more realistic allocation of surface energy in the new
land surface model when compared to that in the two land
surface schemes embedded in the release version of WRF.
Meanwhile, the improved snow simulations further reduce
the overestimated precipitation and warm biases that occur
when WRF is coupled with Noah and RUC. The reduction in
precipitation is caused by lower surface evaporation in CLM
due to its colder surface resulting from the longer, more
realistic snow duration. The alleviated warm bias is also
related to snow simulations that are more accurate than those
in WRF coupled with Noah and RUC.
[31] Our simulations also indicate that canopy sheltering

effects play an important role in snowmelt when the peak
SWE is low (e.g., <900 mm). Without considering these

Figure 13. The SWE observations and simulations withWRF-CLM at different resolutions averaged over
the 32 SNOTEL stations for the period of 2 March through 30 June 2002.

Table 5. The Biases of the WRF-CLM Simulations at Different
Spatial Resolutions Over the 32 SNOTEL Stations for 2 March
Through 30 June 2002a

SWE (mm) Temperature (�C) Precipitation (mm/d)

10 km 17 0.6 1.1
20 km �103 1.5 0.3
30 km �144 2.2 �0.7
60 km �267 4.2 �1.0
20 km hta 5 0.1 0.9

aRepresents the simulations where the actual elevations are used over the
32 SNOTEL stations.
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effects, our model will produce a faster snowmelt than the
observation for low peak SWEs. However, the canopy shel-
tering effects are not obviously seen when the peak SWE is
high (e.g., >900 mm). The high albedo induced by this high
peak SWE will result in weak solar radiation absorption,
which can be approximately analogous to the reduced surface
net solar radiation due to the sheltering effects. However,
the modeling results need to be further verified with more
observations, which are currently not available in our study
region.
[32] Additional WRF runs show that topography plays an

important role in snow simulations in our study area. WRF
with CLM at 10 km resolution produces the most accurate
SWE simulations as compared to the simulations at coarser
resolutions where SWE is underestimated. However, WRF-
CLM generates realistic SWE simulations at 20 km resolu-
tion when the model elevations at our selected SNOTEL
stations over the Columbia River Basin are replaced with the
observed values, further indicating the importance of topog-
raphy to SWE simulations. These simulations also indicate
that temperature plays a more dominant role than precipita-
tion in SWE simulations during the snowmelt season.
[33] It is evident that WRF still overestimates precipitation

in this mountainous area when a more realistic land surface
model is coupled with it. This overestimation could generate
higher snowpack especially during snow accumulation sea-
sons. Atmospheric processes and related parameterizations
such as microphysics or convection could contribute to
overestimated precipitation. Future model calibration and
validation with observed atmospheric processes are needed
to achieve better precipitation simulations, and multiyear
simulations over different snow-dominant regions are also
necessary for further model evaluation. In general, this study
shows that the coupled WRF-CLM significantly improves
simulations of snow and related processes over the selected
SNOTEL stations, and this improved version of WRF pro-
vides an important tool for regional weather, climate and
water resources research and forecasts.
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