Index

68–95–99.7 rule 110–111

a
Abscissa 50
Absolute zero point 41
Addition rule 171–175
Alpha levels 230–232, 235
Analysis of variance (ANOVA):
  one-way 377–410
  repeated-measures 483–505
  summary tables 399, 452, 498
  two-way 425–463
Answers to problems 757–880 (Appendix B)
A posteriori approach to probability 171
A priori approach to probability 171
A priori tests 403
Assumptions of:
  chi-square test 660
  dependent-samples t test 323
  independent-samples t test 288–289
  one-way ANOVA 384
  repeated-measures ANOVA 500
  single-sample t test 249–250
  single-sample z test 249–250
  two-way ANOVA 456

b
Balancing 11
Bar graph 52
Basic data entry:
  Microsoft® Excel 881–882
  SPSS® 882–883
Bayes’ theorem 184–188
Between-groups design, see Between-participants design
Between-groups variation 380–381
Between-participants design 266–267,
Between-participants variability 488, 491
Biased sample 21
Bimodal 81
Bivariate distribution 531
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Central tendency, measures of 69
Cell 426–427
Chi-square distribution 644–646
Chi-square test 636–637
goodness-of-fit test 637–644
test for independence 647–653
for a 2×2 contingency table 653–656
Class intervals 47–49
Classical approach to probability, see A priori approach to probability
Coefficient of determination 545–549, 606–607
Cohen’s d
for dependent-samples t test 321
for independent-samples t test 283
for single-sample t test 249
for z test 239–240
Collectively exhaustive 201
Common variance, see Shared variance
Complex design, see Factorial design
Computational formulas (for the variance) 105, 107, (for the standard deviation) 110
Conditional distribution 595–596, 609–610
Conditional probability 179–180
Confidence interval, see Interval estimation
Confidence limits, see Interval estimation
Confounding variable 10
Contingency table 647–648, 653–659
Continuous variable 42
Control group 8
Correlated-samples t test, see
Dependent-samples t test
Correlation 6, 23–24, 531–561, 679–686, 686–691
Correlational design 24–25, 534–535
Correlation coefficient 531–532, 534–535, 536–540, 556–561, see also Pearson product-moment correlation coefficient; Spearman rank correlation coefficient; point-biserial correlation coefficient
Counterbalancing 313, 485
Cramér’s V 656–657
Criterion of significance 230–231, 235, 238–240
Critical values 230, 235, 243–244
Cross-tabulation table, see Contingency table
Cumulative frequency distribution 49
Curvilinear relationship 539–540, 557, see also Nonlinear relationship

\[ d \]

Definitional formulas (for the variance) 105, 107, (for the standard deviation) 110

Degrees of freedom 241–245
for chi-square 644–645, (goodness-of-fit), 641, (test for independence) 652
for correlation (Pearson) 551;
(Spearman), 686; (point-biserial) 690
for dependent-samples t test 319
for independent-samples t test 277
for one-way ANOVA 393
for repeated-measures ANOVA 491–492
for single-sample t test 241
for two-way ANOVA 445–446
Delta 352, see also Effect size
Dependent events 178–184
Dependent-samples t test 311–314, 322–323
Dependent variable 8–9
Description 5
Descriptive statistics 26, 69
Deviation score (x) 72–73
Dichotomous variable 686–688
Directional hypothesis test, see One-tailed test
Discontinuous variable 41–42
Discrete variable 41–42
Distribution-free tests 636, see Nonparametric tests
Dummy coding 687

Effect size 352–356, see also Cohen’s d, Cramér’s V, Eta-squared, Omega-squared
Error score, see Deviation score
Error variance
for one-way ANOVA 382–393
for repeated-measures ANOVA 487–489
for two-way ANOVA 440
Estimated standard error 210–212,
of the difference 271–273, 316–318
of the mean 240–243
Estimation interval, see Interval estimation parameter 196
point 196
Eta-squared 402–403, 456–457, 501
Expected frequencies 637–640
Experiment 6–9
Experimental error 381, 382, 440, 487–489, 491–493
Experimental group 8
External validity 20–23
Extraneous variable 9–16
f
Factor 425
Factorial design 425–426, 428
Fisher’s LSD test 403, 405–406, 460–461, 502–503
F distribution 396–398
Frequency count 635–636
Frequency distribution
cumulative 48
grouped 45–48
mean of 74–76
simple 45
Frequency polygon 50–52
Frequency table, see
Contingency table
F test, see Analysis of variance
F contingency table

G
Gamma 352–354, see also Effect size
Glossary 897–909
Grand mean 388, 391–393, 441–444, also see Weighted mean
Grouped frequency distribution 45–48

H
Heteroscedasticity 609–610
Higher-order effect 436
Histogram 52
Holding constant 10
Homogeneity of variances 271, 289, 384, 456, 500
Homoscedasticity 598, 609–610
Hypothesis 4
Hypothesis testing 197
for chi-square (goodness-of-fit) 637–645, (test for independence) 652–653
for correlation (Pearson) 549–554; (Spearman), 686;
(point-biserial) 690–691
for dependent-samples t test 319–321
for independent-samples t test 273–275
for Mann–Whitney U 695–698
for one-way ANOVA 396–399
for regression 593–594
for repeated-measures ANOVA 497
for single-sample t test 243–247
for single-sample z test 227–232
for two-way ANOVA 451–453
for Wilcoxon signed-ranks test 700–701

i
Independent events 176–177
Independent observations 250, 288–289, 384, 456
Independent-samples design, see Independent-samples design
Independent-samples t test 265, 268–280, 322–323
Independent variable 7–9, 581
qualitative 8
quantitative 7
Individual differences 380–381, 382, 440, 487–488
Inferential statistics 26, 163–165
Interaction 425–428, 431
Interaction sum of squares, see Sum of squares, interaction
Interaction variability 440
Internal validity 18, 20–21
Interquartile range (IQR) 99, 113–114
Interval estimation 196, 250–252, 289–291, 323–327
Interval scale 38–39

k
Kurtosis 61

l
Least squares criterion 587–590
Least squares method 586, 589–591
Leptokurtic 61
Linear correlation, see Linear relationship
Linear regression, see Regression
Linear relationship 539, 557
Lower real limit 43–44, 48

m
Main effects 428–429
Manipulation 7
Mann–Whitney U test 691–698
Matched-samples design 314
Mean 71–73, 83–85
of frequency distribution 74–75
of sampling distribution 205
population 71
sample 71
weighted (or grand) 73–74, see also Weighted mean
Mean deviation 100–102
Mean Square:
between (MSBG) 386–387, 390–391
error 492–493
for factors 445–446
for interaction 446
within (MSW) 385–386, 391–392, 446
Measurement 37
Measures of central tendency 69
Measures of dispersion, see Measures of variability
Measures of variability 97
Median 76–79, 83–85
Microsoft® Excel:
for chi-square (goodness-of-fit and test for independence) 662–663
for correlation (Pearson) 566; (Spearman), 708–709; (point-biserial) 708
for data display 63–64
for dependent-samples t test 328
for independent-samples t test 293–294
for Mann-Whitney U 708
for one-way ANOVA 412–413
for regression 613–614
for repeated-measures ANOVA 507–508
for single-sample t test 252
for two-way ANOVA 466–467
for Wilcoxon signed-ranks test 708
Midpoint 42–43
Mode 81, 83–85
Multiple comparisons 403–406, 501–503
Multiple regression 581–582
Multiplication rule 175–178
Mutually exclusive events 172–173

n
Negatively skewed distribution, see Skewed distribution, negatively
Nominal scale 37–38
Nondirectional hypothesis test 230–231
Nonlinear relationship 539–540, 557–558
Nonparametric tests 636–637, 677–678
Normal curve, see Normal distribution
Normal distribution 59
Normality, assumption of 251, 288–289, 323, 384, 456, 500

O
Observation 4
Observed frequencies 637–640
Omega-squared (ω²) 400–402, 456–457, 500–501
One-tailed (or directional) test 244, 284–288
One-way analysis of variance (ANOVA) 380–396
Operational definition 5
Order effects 485
Ordinal scale 38
Ordinate 50
Original scores, see Raw scores
Overgeneralization 609

p
Paired-observations t Test, see Dependent-samples t Test
Parameter estimation, see Estimation, parameter
Parameters 70
Parametric tests 636–637, 677
Participant variable 12–16, 21
Pearson product-moment correlation coefficient 532–535, 540–544
Percentile 99
Percentile rank 127–132, 147–148
Platykurtic 61
Planned comparisons, see
A priori tests
Point-biserial correlation 686–691
Point estimation, see Estimation, point
Pooled variance 272
Population 21
Population mean, see Mean, population
Population variance, see Variance, population
Positively skewed distribution, see
Skewed distribution, positively
Posteriori tests, see Post hoc tests
Post hoc tests 403, 457–461, 501–503
Power 343–344
Power analysis 351–354
Primary variance, see Treatment variance
Probabilistic dependence 177–179
Probabilistic independence 176
Probability 168–171
a priori approach 171
a posteriori approach 171
Protected t test, see Fisher LSD test
Quantitative independent variable, see Independent variable, quantitative
Quartile 98–99
Quasi-experiment 20, 499
r
Random assignment 13–16, 21
Random factors 381–382, 386, 410, 440, 483, 486–487
Randomization 12–15
Random sample 195–196
Random sampling 21–22
Range 97–98, 113
Ranking 38
Ratio scale 41
Raw scores 44
Real limits:
of class intervals 48
of numbers 43
References 885–894
Regression 579–589
Regression equation 580, 589–590, 594
Regression line 585–589, 591–594
Rejection region 229–231
Repeated-measures analysis of variance (ANOVA) 486–498
Repeated-measures design 311–313, 319–320, 483–486
Representativeness, assumption of 249–250, 289, 323, 384, 456, 500, 594, 660
Research hypothesis 197–198
Research process, (overview of) 3–25
Restricted range 556–557, 608–609
Robust statistic 250, 289, 323, 384, 456, 500, 677, 704
Rounding 70
$q$
Qualitative independent variable, see Independent variable, qualitative
<table>
<thead>
<tr>
<th>Term</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample</td>
<td>21</td>
</tr>
<tr>
<td>Sample mean, see Mean, sample</td>
<td></td>
</tr>
<tr>
<td>Sample space</td>
<td>179–180</td>
</tr>
<tr>
<td>Sample variance, see Variance, sample</td>
<td></td>
</tr>
<tr>
<td>Sampling</td>
<td>21</td>
</tr>
<tr>
<td>Sampling distribution</td>
<td>203–205</td>
</tr>
<tr>
<td>estimating features of mean of difference scores</td>
<td>315–318</td>
</tr>
<tr>
<td>of mean differences</td>
<td>270–275</td>
</tr>
<tr>
<td>of means</td>
<td>204–205</td>
</tr>
<tr>
<td>standard deviation of</td>
<td>205–206</td>
</tr>
<tr>
<td>Sampling error</td>
<td>211–212</td>
</tr>
<tr>
<td>Sampling with replacement</td>
<td>170, 204</td>
</tr>
<tr>
<td>Sampling without replacement</td>
<td>170</td>
</tr>
<tr>
<td>Scatter diagram, see Scatter plot</td>
<td></td>
</tr>
<tr>
<td>Scatter plot</td>
<td>536–540</td>
</tr>
<tr>
<td>Scientific hypothesis, see Research hypothesis</td>
<td></td>
</tr>
<tr>
<td>Secondary variance, see Error variance</td>
<td></td>
</tr>
<tr>
<td>Semi-interquartile range</td>
<td>(SIQR) 99–100, 113–114</td>
</tr>
<tr>
<td>Shared variance</td>
<td>545–549, 606–607</td>
</tr>
<tr>
<td>Simple frequency distribution</td>
<td>45</td>
</tr>
<tr>
<td>Single-sample t test</td>
<td>240–247</td>
</tr>
<tr>
<td>Single-sample z test, see z test</td>
<td></td>
</tr>
<tr>
<td>Skewed distribution</td>
<td>59–60</td>
</tr>
<tr>
<td>negatively</td>
<td>59–60</td>
</tr>
<tr>
<td>positively</td>
<td>59–60</td>
</tr>
<tr>
<td>Slope</td>
<td>586, 587, 590, 592–593</td>
</tr>
<tr>
<td>Spearman rank correlation</td>
<td>679–686</td>
</tr>
<tr>
<td>SPSS®</td>
<td></td>
</tr>
<tr>
<td>for chi-square (goodness-of-fit and test for independence)</td>
<td>664–666</td>
</tr>
<tr>
<td>for correlation (Pearson)</td>
<td>566; (Spearman and point-biserial), 708–710</td>
</tr>
<tr>
<td>for data display</td>
<td>63–65</td>
</tr>
<tr>
<td>for dependent-samples t test</td>
<td>329–331</td>
</tr>
<tr>
<td>for independent-samples t test</td>
<td>295</td>
</tr>
<tr>
<td>for Mann-Whitney U</td>
<td>712</td>
</tr>
<tr>
<td>for one-way ANOVA</td>
<td>412–413</td>
</tr>
<tr>
<td>for regression</td>
<td>611, 614–615</td>
</tr>
<tr>
<td>for repeated-measures ANOVA</td>
<td>508–510</td>
</tr>
<tr>
<td>for single-sample t test</td>
<td>254–256</td>
</tr>
<tr>
<td>for two-way ANOVA</td>
<td>464, 467–469</td>
</tr>
<tr>
<td>for Wilcoxon signed-ranks test</td>
<td>714</td>
</tr>
<tr>
<td>Standard deviation (SIQR)</td>
<td>109–110, 113–114</td>
</tr>
<tr>
<td>Standard error:</td>
<td></td>
</tr>
<tr>
<td>Estimate, see Estimated standard error of the estimate</td>
<td>594, 598–600, 606–607</td>
</tr>
<tr>
<td>of the mean</td>
<td>206–208</td>
</tr>
<tr>
<td>Standardized residual</td>
<td>657–659</td>
</tr>
<tr>
<td>Standard normal distribution</td>
<td>139–140</td>
</tr>
<tr>
<td>Standard score</td>
<td>137, 139</td>
</tr>
<tr>
<td>Statistical hypothesis</td>
<td>198, 199</td>
</tr>
<tr>
<td>Statistical tables</td>
<td>735–756</td>
</tr>
<tr>
<td>Statistics</td>
<td>70</td>
</tr>
<tr>
<td>Straight line</td>
<td>539, 586–589</td>
</tr>
<tr>
<td>Strength of association</td>
<td>500, 531, 535, 539, 556</td>
</tr>
<tr>
<td>Summary table, ANOVA, see Analysis of variance, summary tables</td>
<td></td>
</tr>
<tr>
<td>Sum of squares (SS)</td>
<td>105–107, 110</td>
</tr>
<tr>
<td>between-groups</td>
<td>390–391, 441–442</td>
</tr>
<tr>
<td>between-participants error</td>
<td>491</td>
</tr>
<tr>
<td>for Factors</td>
<td>443–444</td>
</tr>
<tr>
<td>interaction</td>
<td>444</td>
</tr>
</tbody>
</table>
Sum of squares (SS)  (cont’d)
  total  392–393, 441
  within-Groups  391–392, 442

t
  t Distribution  240–242
  Theory  3
  Treatment  8
  Treatment variance  380–382, 439, 487–489
  t Test  222, also see dependent-samples t test, independent-samples t test, single-sample t test
  Tukey’s HSD  403–405, 457–460, 501–502
  Two-tailed (or nondirectional) tests  284–286
  Two-way analysis of variance (ANOVA)  428, 437–451
  Type I error  233–235
  Type II error  233–235

u
  Uncommon variance  547
  Understanding  6
  Unimodal  81

V
  Variability, measures of, see Measures of variability
  Variable  7
  Variables, types of  7–9
  Variance  102–108, 113–114
    pooled  272
    population  102–108
    sample  102–108

W
  Weighted mean  73–74
  Wilcoxon signed-ranks test  698–704
  Within-group variation  381–383
  Within-participant’s design, see
    Repeated measures design

Y
  Y Intercept  585

Z
  z Scores  137–141
  z Test  222–232