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1. Introduction

Nowadays, the magnetic properties of solids play a main role in different kinds of applications. In particular, magnetic order, like ferromagnetism (FM) or antiferromagnetism (AFM), is a phenomenon that attracts the interest of a large scientific community. From the materials research side, there is still the need of new materials with magnetic order above room temperature (RT). Interestingly, although there are a large number of magnetic compounds including oxides with ordering temperatures above RT (especially with transition metals like Fe, Co, Ni, etc.), its percentage with respect to the total number of magnetically ordered materials remains rather small. From the theoretical side, magnetic order still belongs to one of the most complex phenomena in solid-state physics. Its origin is given by the exchange interaction, a quantum mechanical mechanism...
between electron spins from nearest neighbors in the atomic lattice that determine the probability of alignment (or antialignment). The exchange interaction, whose strength is usually given by the exchange constant $J$, is basically a Coulomb interaction including the Pauli principle. The exchange interaction concept was introduced by Heisenberg in his work published in the city of Leipzig (Germany) in 1928, entitled “Zur Theorie des Ferromagnetismus.” This new concept on the magnetic pairing between nearest neighbors magnetic moments triggered a large number of research, opening up a fascinating and important development in solid-state physics, particularly in magnetism.

In his concluding remarks of the 1928 article, Heisenberg wrote explicitly that a necessary condition to trigger magnetic order in solids is that the principal quantum number $n$ of the involved ions should be $n \geq 3$, ruling out atoms that form crystals with $s$ and $p$ electronic bands only. Furthermore, ions of the atomic lattice with full $d$- or $f$-shells were not expected to directly contribute to any magnetic order. The success of this concept added to Hund’s rules to estimate the magnetic moments of ions in solids established the main pillar of magnetism in solids. Because of its success but also due to some technical restrictions, the Heisenberg view left no room to accept that magnetic order at RT can occur in solids without any magnetic ions or with ions with $s$ and $p$ electrons only. It took a long time until systematic ferromagnetic signals at RT in carbon-based materials (mainly graphite based) were published (see, e.g., the review by Esquinazi[3,4]). Slowly, researchers started to recognize the intrinsic nature of the phenomenon called nowadays defect-induced magnetism (DIM). This phenomenon is found not only in carbon-based[3,4] but also in a large number of materials, including oxides, the class of materials that we discuss in this work. Several reviews were published on this topic in the past decade[5-9].

We would like to note that the development of DIM in oxides is correlated with the one of the so-called “diluted magnetic semiconductors” (DMS). This name refers to semiconductor materials, like ZnO, where a magnetic order was predicted to occur upon doping with a relatively low amount of magnetic ions in 2000[10]. The expectations of the DMS as possible candidates for magneto-electric-optic devices were very large, and a significant amount of efforts were invested in the years after, also in theoretical investigations[11]. However, either the Curie temperature remained clearly below 300 K (e.g., Mn–GaAs[12]) or unclear or contradictory results in some magnetically doped semiconductors cast doubt on the origin of the magnetic order, see, e.g., the studies by Neal et al.[13] and Gacic et al.[14]. For recent reviews, see the studies by Puhl et al.[15] and Diel and Ohno.[16]

Systematic measurements clarified to some extent[17-19] that the observed magnetic order at RT is related to defects and not necessarily to the magnetic-ion doping, similar to the main paradigm of DIM, namely graphite[19,20,21].

While in conventional magnetically ordered materials the magnetic moments in the atomic lattice are directly related to the $d$- or $f$-unfilled electronic shells, the localized magnetic moments induced by defects can have different origins due to the large variety of atomic defects and lattice structures. Moreover, we still do not have the necessary tools equivalent to “Hund’s rules” to predict the magnitude of the magnetic moment for a given atomic lattice defect (from now on, we use simply the word “defect”).

In addition to this theoretical problem, we have always an uncertainty in the magnetic defects density produced in the samples by means of a certain experimental procedure. Methods such as positron annihilation, high-resolution X-ray absorption spectroscopy (XAS), infrared absorption, Raman spectroscopy, Monte–Carlo (MC) simulations after ion irradiation, and others can help reduce to a certain extent this uncertainty. Although the characterization methods of defects, like native point defects in semiconductors and especially in nanostructures,[22] are continuously improving, the problem of determining which defect can produce a finite magnetic moment and how large it might be still remains.

While there is little doubt on the density of a certain magnetic ion in an usual magnetic compound, we cannot in general affirm the same for the magnetic defect density. Admittedly, this makes any comparison between predicted and experimental values difficult. Nevertheless, we will show in this Review a few experimental cases, where this uncertainty can be satisfactorily reduced by systematically creating a certain defect density, distributed
The magnetic interaction of such defects breaks down if localization corrections are considered. Interestingly, most of the published works do not support the existence of an AFM state in this case. The effects of vacancies at the surface of oxides are more difficult to predict due to the obvious asymmetry of the problem and the different possible terminations. In case of oxygen-terminated ZnO(001) surface, RT p-induced surface FM is expected.

2) The possible influence of hydrogen in the magnetism of ZnO requires an extra paragraph. The effects of hydrogen bonded on the polar Zn-terminated ZnO(0001) surface on magnetism and metallicity were studied in detail in the study by Sanchez et al. The hydrogen-induced metallization was confirmed by angular-resolved photoelectron spectroscopy (ARPES), not only in the predicted termination but also on ZnO(1010) and O-terminated ZnO(0001). Its influence on (near-surface region) magnetism at RT observed in certain H$_2$-treated or H$_2$-irradiated ZnO samples was shown experimentally in several studies. The presence of hydrogen is unavoidable in all systems, and it is difficult to measure it with high enough accuracy. The role of hydrogen in ZnO can be diverse, acting as donor (H$^-$) or acceptor (H$^+$) or even modifying the host structure. It is one source of the unintentional n-type conductivity. Some of the published results will be discussed in Section 3.2.1 and 3.2.2. We would like to point out now that even when the FM induced by hydrogenation in ZnO can be switched “on” and “off” through particular treatments, it does not necessarily mean that H alone takes active part in triggering the magnetic moments or making a coupling between them. For example, using X-ray photoelectron spectroscopy and positron annihilation spectroscopy (PAS) analyses, Xue et al. showed that V$_{Zn}$ and an OH bonding complex...
The recently published per Cu atom. Their theoretical analysis indicates to use NM interstitials like Li or Na in the case of ZnO.[44] By implanting H\(^+\) at low energies into Li-doped ZnO, one can solve two experimental problems in ZnO, namely, the concentration of \(V_{\text{Zn}}\) produced by low-energy H\(^+\) implantation will be of the order of the doped Li concentration without disturbing too much the ZnO lattice and the implanted H\(^+\) generates the necessary defect complexes that stabilize the concentration of \(V_{\text{Zn}}\). In other words, the defect complex \(V_{\text{Zn}}\)-Li-H\(^+\) is stable at RT and has a finite magnetic moment of the order of 2 \(\mu_B\).[43]

4) Could an NM foreign atom (like C, Cu, etc.) in a nominally NM oxide lattice trigger a localized magnetic moment and eventually magnetic order? Figure 1d shows the case where the foreign atom is in place of the cation near an oxygen vacancy. In the case of Cu, a certain amount of magnetic Cu\(^2+\) ions can appear near an oxygen vacancy. One of the first experimental and theoretical works on this Cu–V\(_{\text{O}}\) lattice defect was done in Cu-doped TiO\(_2\) thin films.[45] The authors obtained a magnetic moment of \(\approx 1.5 \mu_B\) per Cu atom. Their theoretical analysis indicates that this magnetic moment appears only if an oxygen vacancy in the nearest neighbor shell of Cu is present, stressing the role of oxygen vacancies to trigger FM in this case.[45] With a large concentration of Cu and V\(_{\text{O}}\) one may obtain a stable FM state at RT, with an extremely high Curie temperature of \(T_C \approx 750\) K, as shown in the study by Herrg et al.[46] These results, however, were not completely reproduced in Cu-doped ZnO thin films prepared by pulsed laser deposition (PLD) and characterized by magnetometry, high-resolution X-ray diffraction (XRD), and X-ray magnetic circular dichroism (XMCD).[47] Although the films were ferromagnetic, the authors did not find clear signatures for a local magnetic moment associated with the Cu atoms. They argued that other “changes” produced by doping are responsible for the magnetic order.[47] The recently published results of Cu-doped ZnO thin films prepared by atomic beam cosputtering support the observed enhancement of the ferromagnetic response with Cu content, and the authors attributed it to the generation of large defects, such as the presence of oxygen vacancies, structural inhomogeneity, as well as formation of bond magnetic polarons. These examples already demonstrate that, in a given oxide lattice structure, with NM doping, together with certain defects, a rather unexpected magnetic state can appear, whereas its origin may depend on sample preparation details.

5) The examples (1)–(4) are some of several others in solids with DIM, some of which we discuss in this work. Clearly, the fact that a magnetic moment can be created in a nominally NM lattice, simply by introducing atomic lattice defects, is a completely new way to produce magnetism in solids. However, how large should be usually the necessary density of a given defect to trigger magnetic order at RT? After more or less 15 years of research, one can answer that the defect concentration necessary to trigger magnetic order above 300 K should be of the order of \(\approx 3\%\). Lower densities of defects can decrease substantially the Curie temperature below which an FM state is stable. Larger densities can destabilize the atomic lattice and new lattice structures, even amorphous ones, may appear. According to experimental results, amorphous oxides or amorphous carbon compounds (without magnetic ions) are not FM but, if at all, paramagnetic (PM).

6) Assuming now that an oxide has a significant density of defects, and each defect possesses a finite magnetic moment, large enough to sum altogether a net magnetization at saturation \(M_s \geq 10\) emu g\(^{-1}\) (e.g., pure Ni has \(\approx 40\) emu g\(^{-1}\)), the next question would be how the exchange interaction actually works. Because most of the examples of oxides with DIM are insulating, it becomes clear that the conduction electrons do not play any role in the interaction between the localized moments. In addition, the magnetic dipolar interaction between the localized moments is too weak to produce a magnetic order at RT or above. Therefore, the only possibility that remains is that coupling occurs through the valence band. As we will see in this Review, experimental data indicate that the valence band is spin polarized. In case of ZnO, the spin polarization in the valence band induces a spin polarization in the conduction band (CB) that is retained even above RT.

Is DIM a weak magnetic phenomenon or the contrary? One tends to characterize it as weak simply because the measured ferromagnetic signals are often weak. However, one does not know with certainty the amount of ferromagnetic mass in the sample with defects. Therefore, it is misleading to characterize DIM as a weak phenomenon without knowing the real magnetic mass of the given sample. In the past years, the characterization of the magnetic mass, especially in thin oxide films, got more accurate, and we can nowadays state that the magnetization at saturation reaches \(M_s \geq 10\) emu g\(^{-1}\) at 300 K. Does a Curie temperature above 300 K for a defect concentration of \(\approx 5\%\) represent a weak magnetic phenomenon? The best way to answer this question is to compare the Curie temperatures triggered by introducing isolated Fe ions in the best matrix Fe can have to trigger magnetic order, which is Pd, a transition metal that almost fulfills the Stoner criterion for magnetic order. Fe ions in Pd get a giant magnetic moment of the order or higher than \(10\) \(\mu_B\). The evolution of Curie temperature with Fe concentration indicates a rather linear dependence, reaching 300 K for Fe concentration of \(\approx 15\%\), three times larger than the defect concentration in oxides with DIM. Evidently, DIM cannot be a weak but rather an extraordinarily strong magnetic phenomenon.

This Review has four more sections and a short summary in Section 6. All main theoretical basic concepts, problems to model DIM, origin of the magnetic moments at lattice defects in oxide structures, the transition from localized PM centers to magnetic order through an exchange interaction, and the assistance of the theory to understand experimental results are developed in Section 2. In Section 3, we present and discuss experimental results obtained in ZnO and TiO\(_2\) in the past 11 years. After introducing the reader with a short but important general section on ion irradiation, the next subsections of Section 3 are distributed according to the kinds of samples, such as single
crystals, thin films or microwires, and the experimental evidence obtained from magnetization, X-ray spectroscopy, and magnetoresistance. Section 4 discusses two possible device applications of DIM, such as a spin filter with an extraordinary efficiency and to trigger a robust and large perpendicular magnetic anisotropy (PMA). A short review of the existent literature of DIM in oxides is given in Section 5.

2. Main Principles and Theoretical Results

The basic questions and concepts related to DIM were already addressed in (1)–(6) in Section 1. In this section, the corresponding problems to be solved will be discussed from the theoretical point of view. A detailed study of DIM has to be based on DFT and requires basically a multicode approach, i.e., a series of theoretical methods are necessary to treat the problem. Till now, no theory exists, which describes all aspects of DIM for the manyfold of investigated systems, starting from microscopic properties of defects to ending up with the description of the macroscopic ferromagnetic behavior in a satisfying way.

In Section 2.1, some general concepts will be discussed. Afterward, the single problems mentioned in Section 1 will be considered in some detail. Native defects and their stabilization are in the focus of this consideration. The search of new routes to FM, exploiting native defects in oxides, was encouraged in the work of Eflimov et al.[28] It was shown that divalent cation vacancies within a rocksalt structure, CaO was used as example, lead to a ferromagnetic ground state.

In this section, we restrict to describe the different theoretical methods in their application. We will include references to technical details if necessary.

2.1. General Concepts and Problems to Model DIM

The phenomenon of magnetism in materials can be described by two main approaches. The appearance of band magnetism can be described by the Stoner model. The Stoner criterion is given by \( I n(E_F) > 1 \), where \( n(E_F) \) is the density of states (DOS) of the NM metal at the Fermi energy and \( I \) is the exchange integral (Stoner parameter). The DOS of delocalized electrons at the Fermi energy is high if the bandwidth is small. This is realized for 3d bands in, e.g., Fe, and therefore, Fe becomes ferromagnetic[50].

The other approach is based on local moments. This picture is very successful to explain magnetism in transition metal oxides and fluorides. The magnetic moments are caused by unfilled d or f shells. The magnetism is well described in a Heisenberg model. In transition metal monoxides (TMOs), the antiferromagnetic coupling of the cation moments is described by superexchange via oxygen atoms.[51]

Theoretical work to describe DMSs was for a long time dominated by the discussion of exchange mechanisms that may play a role.[52] If the corresponding exchange constants are known from theory, statistical means can be used to estimate the Curie temperature.[51,52]

Over the years it became clear that defects in the material are more important for the magnetic properties than the transition metal impurities themselves, because the metal impurities have usually a concentration below the percolation threshold. On the one hand, this forces the experimental investigation of DIM in oxides, but on the other hand, it brings more complications to achieve a consistent theoretical description.

Reviews in the literature do not give a final answer about a consistent theory for DIM in oxides. While Zunger et al.[53] pointed out important problems connected with calculations in the framework of DFT, other papers discuss different basic reasons for the appearance of DIM.[55–57]

There are two ways to develop a consistent picture of DIM. One way is to establish models, which try to catch the main effects by inclusion of a minimum of parameters, if information from experiment is limited. Another way is to start calculations based on DFT for a special suitable system, including as much details as possible.

A model was proposed by Bouzerar and Ziman[55] where a correlated band of oxygen orbitals is used, described with the usual Hubbard Hamiltonian. To describe the cation vacancies of concentration \( x \), a term that is random but locally correlated is added to this Hamiltonian. The Hubbard parameter \( U \), the vacancy potential \( V_\text{c} \), and the hole density \( n_h \) are the parameters of this minimal model. Disorder is treated exactly by averaging over a large number of states. The electronic structure model calculation is mapped on a Heisenberg model to find the Curie temperature. High Curie temperatures are obtained from the model, but a correlation with experimental data remains difficult.

Magnetism in NM samples might be also achieved by doping with light elements, C in ZnO, for example.[56] If the cation side is doped with an element of smaller valency, calculations in the framework of DFT reveal that the hole doping shifts down the Fermi energy in the p-type valence band. This leads to a spontaneous spin splitting if the Stoner criterion is fulfilled. First-principles calculations for alkali-atom-doped ZrO\(_2\) and TiO\(_2\) proposed such a mechanism.[57,58] Hole doping can be achieved also by cation vacancies, as it was proposed for CaO, ZnO, and other oxides.[28,59] If the substitution takes place at the anion with an atom of smaller valency, shallow spin-polarized gap states are introduced. And if its concentration is high enough, impurity bands form. The band remains spin polarized if the Stoner criterion is fulfilled.

First-principles calculations reveal that native defects in oxides can appear in a high spin state leading to a magnetic moment. The calculated position of the defect level depends on the exchange-correlation functional.[60] The spin state of the defect is connected with the charge state of the defect and therefore with the position of the Fermi level, i.e., with the doping level of the sample. Calculated formation energies give some hints on which defects are the most probable ones in thermodynamic equilibrium under certain growth conditions.[60,61] But theoretical results from bulk calculations might not be easily applied, when defects are created by ion implantation in near surface regions, or if nanostructures, or thin films are used.

Another problem is the correct treatment of disorder. From experiments, very little is known about the exact concentration of the defects and even less about their distribution. The theoretically estimated exchange interaction decreases rapidly with distance. Thus, a low concentration of defects below the magnetic percolation threshold will not lead to FM[63,64]
Theoretical models are based usually on a homogeneous distribution of defects. In such cases, mean field theories can be applied like coherent potential approximation (CPA) in the framework of the Korringa–Kohn–Rostoker Green’s function method (KKR-GF). The method is able to provide exchange parameters but also chemical pair interactions. The chemical pair interaction can be used in principle to create a real space model beyond a random distribution by means of MC simulations, which serves as input to the MC simulation of magnetic properties.[66]

From literature, a lot is known about the single aspects of the problems mentioned earlier. The main unsolved problem is what Zunger et al. called the “burden of proof.”[31] Independently of the kind of coupling mechanism between localized moments assumed, one has to prove finally that DIM is stable at RT. The mapping to a Heisenberg model is a consequent route, but it results in too low Curie temperatures.[30] Other theoretical models do not directly calculate Curie temperatures but come to an end when some magnetic entity follows from the calculation. Better results should be found if a closer connection of theory and experiment is achieved with a more precise knowledge on the microscopic structure of the samples.

2.1.1. Problems with Theoretical Framework

The calculation of defect properties has to start with an exact description of the host band structure. For semiconductors and oxides, this is a problem due to pronounced correlation effects.

Drastic examples for this problem are the TMOs, FeO and CoO. Both are metals in the local spin density approximation (LSDA) to DFT but become insulators in agreement with experiments, if correlation corrections are considered.

1) Exchange correlation functional: The results of the fundamental properties of ZnO calculated by different exchange correlation functionals are shown in Table 1. The hybrid functionals achieve a sufficient agreement with the experiment, especially for $E_g$, associated with a high computational effort. The standard general gradient approximation–Perdew–Burke–Ernzerhof (GGA–PBE) formalism underestimated the gap dramatically. This is a major problem because the calculation of defect levels might be tainted with large errors. To get better gap values, the GGA + $U$ formalism[68] is often used as an alternative with lower computational costs.[30,69–71] A correction of the Zn 3d levels by $U_d \approx 5$ eV gives a partial correction and increases the gap to $\approx 1.5$ eV. A further improvement can be achieved[30,69] with additional corrections to the oxygen 2p orbitals. In multiple scattering approaches, correlation errors are corrected by means of self-interaction corrections.[51,72,73] It has to be noted that a good reproduction of host properties is not a guarantee that defect properties are reproduced properly as well. Calculations for defects in ZnO using the GGA + $U$ formalism[70,74] are often in qualitative agreement with hybrid functional calculations.[60,67,75–77] Thus, important qualitative conclusions can be drawn from GGA + $U$ calculations, but care is necessary to interpret the numerical results.[78] Formulation energy: The concentration of the defects that are responsible for DIM is an important quantity. In thermodynamic equilibrium, the concentration $c$ depends on temperature $T$ and the formulation energy $E^f$ of the defect by $c = c_0 \exp(-E^f/k_BT)$ ($k_B$—Boltzmann constant). The concentration $c_0$ is given by the possibilities to incorporate the defect at different sites of the sample. There exists a well-developed theory to calculate formulation energies.[62,79,80] The formulation energy $E^f$ for a defect $D$ in charge state $q$ is given by

$$E^f(D,q) = \Delta E_{\text{tot}} + \sum n_i \mu_i + q(E_V + \Delta E_f) + E_{\text{corr}} \tag{1}$$

Here, $\Delta E_{\text{tot}}$ is the difference of the total energies of a supercell of the host material with and without the defect. The chemical potential $\mu_i$ of atom sort $i$ is used to change the count of the number of atoms, if the defect is introduced ($n_i < 0$ if atom is added). $E_V$ is the valence band maximum (VBM) and $\Delta E_f$ is the actual position of $E_f$ with respect to VBM. $E_{\text{corr}}$ summarizes correction terms. The experimental growth conditions are defined by the choice of the chemical potentials.

As the defects appear in different charge states, the charge-state transition levels $\epsilon(q + 1/q)$ are also important quantities. The charge-state transition level $\epsilon(q + 1/q)$ is the position of the Fermi energy in the bandgap, where the formulation energies for the charge states $q + 1$ and $q$ are equal. It is obvious from Equation (1) that the accuracy of $E^f$ and $\epsilon(q + 1/q)$ depends strongly on the quality of the band structure of the host material.

### Table 1. Calculated fundamental properties of ZnO for different exchange-correlation functionals. $E_g$: position of the Zn 3d orbitals, $E_f$: bandgap, $a$: lattice constants. (Data from ref. [67].) PBE0: hybrid functional Perdew–Burke–Ernzerhof; HSE: hybrid functional Heyd–Scuseria–Ernzerhof; sX: screened exchange.

<table>
<thead>
<tr>
<th>Functional</th>
<th>$a$ [Å]</th>
<th>$c$ [Å]</th>
<th>$E_g$ [Å]</th>
<th>$E_f$ [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GGA–PBE</td>
<td>3.286</td>
<td>5.299</td>
<td>−4.8</td>
<td>0.74</td>
</tr>
<tr>
<td>PBE0</td>
<td>3.257</td>
<td>5.223</td>
<td>−5.9</td>
<td>3.18</td>
</tr>
<tr>
<td>HSE ($\alpha = 0.375$)</td>
<td>3.249</td>
<td>5.196</td>
<td>−6.4</td>
<td>3.43</td>
</tr>
<tr>
<td>sX[69]</td>
<td>3.267</td>
<td>5.245</td>
<td>−7.0</td>
<td>3.41</td>
</tr>
<tr>
<td>Experiment</td>
<td>3.242</td>
<td>5.188</td>
<td>−7.5</td>
<td>3.44</td>
</tr>
</tbody>
</table>

In addition to native defects, a series of NM impurities are discussed as a source of DIM. The discussion here is focused on those defects playing a role in Section 3.

### 2.2. Origin of Magnetic Moments at Lattice Defects in Oxide Structures

Native point defects in ZnO are zinc and oxygen vacancies, $V_{Zn}$ and $V_O$, zinc and oxygen interstitials, $Zn_i$ and $O_i$; and antisite defects $Zn_O$ and $O_Zn$. Those defects are investigated in a series of papers within the standard DFT framework[90,81–83] improving the gap by GGA + $U$[30,69,70,74], or by means of hybrid functionals[60,67,71,75–77] (see also the study by Janotti and Van de Walle[78]).
The calculations agree that oxygen vacancies and zinc vacancies are the defects with lowest $E^f$. Figure 2 shows the formation energies for $V_{\text{Zn}}$ and $V_O$ and complexes of $V_{\text{Zn}}$ with H. For the calculations in Figure 2, the chemical potentials in (1) are chosen to represent an experimental situation in the middle of Zn- and O-rich conditions. The formation energy of $V_{\text{Zn}}$ is lower than that of $V_O$, but it will be further lowered in complexes with hydrogen. The $V_{\text{Zn}}$ formation energy becomes even lower for oxygen-rich conditions.

With respect to the experimental part in Section 3, the discussion concentrates on $V_{\text{Zn}}$ and its complexes. In a molecular cluster model, four $sp^3$ molecular orbitals describe the dangling bonds around the Zn vacancy. A single-charged Zn vacancy has an unpaired electron or hole, resulting in a $S = 1/2$ state. For the neutral vacancy, it is found that under $T_2$ symmetry, the hole multiplet splits according to group theory in two irreducible representations, an $A_1$ singlet and a lower-lying triplet of $T_2$ symmetry. Two particles in the threefold degenerated $T_2$ state order the spins parallel in accordance with Hund’s rule ($S = 1$). DFT calculations lead to magnetic moments of 1.5 $\mu_B$–2.0 $\mu_B$.\[30,59,69,82\] depending on the used approximation for the exchange correlation potential.

Calculations using GGA or GGA $+ U$ result in a magnetization density distributed on all four neighboring O atoms. It is known experimentally that the two holes are localized on two oxygen $p$-orbitals only.\[84,85\] This wrong delocalization does not occur in hybrid function calculations and can also be cured using a GGA+$U_{Zn^{II}}$ scheme, i.e., correlation corrections are applied to the Zn 3d and the O 2p levels.\[109\] The nonlocal external potential (NLEP) also corrects this spurious delocalization.\[86\]

Hydrogen is practically unavoidable in any growth process\[48,78,87\] and further decreases the formation energy of Zn vacancies (cf. Figure 2). Hydrogen at the Zn vacancy forms a bond with one of the neighboring O atoms, reducing the magnetic moment to $\approx 1 \mu_B$.\[90\]

2.2.2. Li-Doped ZnO

Lithium is often used as a dopant to produce p-type ZnO.\[88\] In conjunction with DIM, it has to be analyzed how lithium interstitials $Li_i$ or substitutional lithium $Li_{Zn}$ affect the properties of $V_{Zn}$, like magnetic moment and formation energy. Defects, like $Li_i$, $Li_{Zn}$, $Li$ pairs, and complexes of $Li$ with intrinsic defects are investigated in previous studies.\[89–91\]

In the studies by Vidya et al. and Nayak et al.,$^{[90,91]}$ $Li_i$ are studied with different exchange correlation functionals. None of the interstitial positions (corresponding to the positions of $H$) stabilize a magnetic solution. $Li_{Zn}$ results in a polaronic hole localization at one O atom. This is in agreement with a previous theoretical study by Lany and Zunger\[86\] and experimental data.\[93–95\] In the study by Nayak et al.,\[91\] 14 different initial positions of $Li_i$ around $V_{Zn}$ are studied. In a GGA calculation, the ground state is a NM configuration given by the Li interstitial relaxed to the zinc vacancy. More sophisticated functionals result in a magnetic solution of 1 $\mu_B$ per supercell.

Calculations of formation energies for different configurations including $V_{Zn}$, $Li_{Zn}$, and $Li_i$ reveal a smaller formation energy, especially that of a $V_{Zn} + Li_{Zn} + Li_i$ complex with respect to $V_{Zn}$ alone. A decrease in the formation energy of $V_{Zn}$ will lead to an increase in the defect concentration, hence, $Li$ is a stabilizer of the magnetic properties of ZnO with $V_{Zn}$. The theoretical results of Li-doped ZnO can be used to establish a general model for the appearance of magnetism in this material (see Section 3.4).

At low concentrations, $Li$ atoms prefer interstitial sites. An increasing $Li$ concentration leads to a replacement of Zn by $Li$. These two types of defects do not lead to local magnetic moments. The oxygen partial pressure can be used to choose the oxygen chemical potential such that $Li_i + Li_{Zn} + V_{Zn}$ forms because of a lower formation energy. The complex has a magnetic moment of about 1 $\mu_B$, i.e., lower than $V_{Zn}$ alone. The interstitials $Li_i$ are shallow donors and support n-type ZnO, whereas $Li_{Zn}$ decreases the number of conduction electrons.

2.2.3. Defects in Anatase TiO$_2$

Native defects in rutile TiO$_2$\[57,98–106\] and anatase TiO$_2$\[98,107–116\] are investigated theoretically in a number of papers. They follow the line of analysis as discussed for ZnO. Calculations for native defects $V_{Ti}$, $V_O$, $Ti_i$, and $O_{i}$\[107,109,117,118\] demonstrate again the importance of the description of correlation effects.

The calculated formation energies for defects in anatase TiO$_2$ describe a sample in thermodynamic equilibrium. The situation for a comparison of theory and experiments changes, if defects are created by low-energy ion irradiation (see Section 3.1 and 3.5). Simulations of defect formation in such a scenario by means of molecular dynamics methods$^{[121,122]}$ point out that di-Frenkel pairs (di-FPs) are the most important defects in anatase TiO$_2$. GGA $+ U$ calculations by means of the Vienna ab initio simulation package (VASP)$^{[123,124]}$ are carried out.$^{[119]}$ If one Frenkel pair is introduced in anatase TiO$_2$, Ti migrates back to the vacancy position, ending up in the pristine structure. Two nearest neighbor Frenkel pairs, a di-FP, can be metastable at RT. Figure 3 shows two di-FP configurations lowest in energy.

![Figure 2](Image)

**Figure 2.** Formation energies $E^f$ and charge-state transition levels $\varepsilon(q + 1/4)$ of the native defects and $V_{\text{Zn}}$ complexes with hydrogen in ZnO as a function of the position of the Fermi level with respect to the VBM $E_F = E_v + \Delta E_r$. Adapted with permission.\[71\] Copyright 2017, AIP Publishing.
2.3. From Paramagnetism to Magnetic Order

A standard way to discuss the appearance of the ferromagnetic order and calculate the Curie temperature is to map the electronic structure calculation on an effective classical Heisenberg Hamiltonian

\[ H = - \sum_{i,j} J_{ij} e_i \cdot e_j - \sum_i \Delta_i (e^2_e - 1)^2. \]  

(2)

Here, \( i \) and \( j \) denote the sites carrying the magnetic moments. \( J_{ij} \) is the exchange coupling constant. The second summand is an anisotropy contribution that plays a role if surfaces or interfaces are considered. \( \Delta_i \) is the magnetic anisotropy energy (MAE).

The \( Js \) in Equation (2) can be calculated by means of the magnetic force theorem (MFT) or from the differences in the total energy of different magnetic structures ED (for details, see the study by Fischer et al.\[51\]). In “good Heisenberg systems,” the interaction is restricted to a few neighbor shells, i.e., only a few \( Js \) are sufficient to describe the system. In TMOs, two \( Js \) describing the nearest and next-nearest neighbor interaction are used.\[51\] If the interaction region is more extended, it will be difficult to use the ED approach, and the MFT is preferred. The MAE can be calculated from first principles or considered as an adjustable parameter. Usually the Curie temperature is found by means of MC simulation from Equation (2). A mean field approximation or the random-phase approximation can also be used to estimate the Curie temperature.\[53\]

2.3.1. Examples

1) That this mapping on a Heisenberg model works for oxides is demonstrated for the series of antiferromagnetic 3d TMO.

The electronic structure is calculated by means of the KKR Green’s function method.\[65,125\] Correlation corrections are implemented by local self-interaction corrections.\[72\] MFT is used to calculate the exchange parameters for the Heisenberg model in Equation (2). Table 2 shows the calculated Néel temperatures. In addition to the experimental values, the values calculated by means of the disordered local moment (DLM) method are presented.\[126\] For individual TMO of the series, more sophisticated investigations can be found in the literature.\[127,128\] but first-principles calculations predicting the Néel temperatures qualitatively and quantitatively on one level of approximation, as shown in Table 2 for the whole series, are scarce.

2) Figure 4 shows the exchange coupling constant between two Zn vacancies as a function of their distance in ZnO evaluated from the energy difference of an antiferromagnetic and a ferromagnetic alignment of the moments (ED approach). The obtained values are in agreement with a more recent calculation.\[69\] Figure 4 shows the result of a GGA + \( U \) calculation with corrections applied to the Zn 3d orbitals. The spin density is delocalized on the four O 2p dangling bonds, and the interaction is long ranged. Assuming a concentration of 4.17 at% of vacancies leads to \( T_C \approx 60 \) K. If the localization of the two holes is forced to be on two oxygen p orbitals by additional correlation corrections to the O p orbitals, the exchange interaction collapses.\[30\] This problem is basically a percolation problem, i.e., which concentration defines the percolation threshold if the interaction ranges to a certain neighbor shell? The problem was discussed in the studies by Osorio-Guillén et al.\[64,110\] for HfO\(_2\) and CaO. Considering a short-ranged exchange interaction, the concentration of defects has to be too high to favor high Curie temperatures.

3) The discrepancy between the localization of the two holes on two O p orbitals only and the need for long-range magnetic

<table>
<thead>
<tr>
<th>( T_N )</th>
<th>MnO</th>
<th>FeO</th>
<th>CoO</th>
<th>NiO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>118</td>
<td>192</td>
<td>289</td>
<td>523</td>
</tr>
<tr>
<td>DLM[126]</td>
<td>126</td>
<td>221</td>
<td>242</td>
<td>336</td>
</tr>
<tr>
<td>MC</td>
<td>90</td>
<td>162</td>
<td>260</td>
<td>458</td>
</tr>
</tbody>
</table>
interaction, as discussed earlier, can be avoided if surfaces or interfaces are considered. FM at the surface becomes more favorable due to lowered symmetry, unsaturated bonds, and uncompensated ionic charges, as demonstrated in the studies by Gallego and coworkers.\[129,130\] Thus, the ZnO(0001) surface (cf. Figure 5) was investigated in a multicode approach. The electronic structure calculation was performed with SIESTA,\[131\] whereas the magnetic properties are calculated as explained earlier for the TMOs. The layer-resolved density of states (LDOS) shown in Figure 6a reflect spin polarization and half metallicity of the surface. The spin-density distribution in Figure 6b shows, as can be deduced also from LDOS, that the main contribution to the total magnetic moment of \(\approx1.5\,\mu_B\) originates from O\(^1\) and O\(^2\). The crystal orbital overlap populations (COOPs) in Figure 6c are a measure of the wave function overlap and therefore a measure of hybridization. Strong hybridization of the atoms near the surface is found.

MC simulations assuming anisotropy parameters of \(\Delta = 0.1, 0.3, 1.0,\) and 3.0 eV lead to critical temperatures of \(T_C = 302, 304, 320,\) and 346 K, i.e., larger than RT, respectively. A more detailed analysis of ZnO surfaces and the role of correlations are presented in the study by Fischer et al.\[73\] The comparison of bulk and surface calculations points to the fact that DIM at surfaces or in near surface regions is more probable.

2.3.2. Problems

The discussion on the TMO bulk systems and the ZnO surfaces shares an important feature. The magnetic entities are ordered in a perfect periodic manner. Therefore, no uncertainty with respect to the definition and use of the exchange parameters in the MC calculation exists. Problems occur, as mentioned by Zunger et al.,\[31\] if DIM has to be investigated like in ZnO with zinc vacancies \(V_{Zn}.\) For a corresponding MC run, a random sample with a certain concentration of defects has to be constructed. Hence, the defects occur in a series of different arrangements, whereas the exchange parameters are calculated by means of first-principles methods usually for one fixed arrangement.

The problem of clustering was studied by Hynninen et al.\[132\] for the FM in (Ga,Mn)N systematically. It was found that randomness reduces the Curie temperatures by 10–20% compared with regular (Ga,Mn)N lattices. In thermal equilibrium, clustering occurs and trimers and tetramers are formed. Increasing clustering reduces \(T_C\) strongly. The discussion of clustering in the study by Hynninen et al.\[132\] considering trimers and tetramers agrees with the results from mean field calculations using the CPA.\[133,134\] The CPA medium constructed in the studies by Sato et al. and Ebert\[133,134\] is periodic, i.e., the aforementioned problems do not occur.

2.4. Direct Assistance to Experiments

Finally, it should be mentioned that careful electronic structure calculations can assist experiments in manifold ways without targeting a complete model of DIM. The basic idea is to assume in the electronic structure calculations different defect
configurations to calculate directly experimental quantities. So one can try to figure out indirectly the defect configuration agreeing best with the experiment. For example, an optimization of the lattice structure without and with a certain type and concentration of defects can be directly compared with XRD and positron annihilation data, see Section 3.2.2.

XMCD is an ultimate proof of existing magnetic order in the sample. X-ray absorption spectra can be calculated within different theoretical schemes. Results for Li-doped ZnO are presented in Section 3.4. The calculation of the corresponding X-ray absorption spectra and the XMCD is based on a fully relativistic LMTO band structure method. Because the amounts of different defective or pure phases are not known precisely from experiment, a large series of calculations was conducted to fit the spectra. The calculation of the electronic and magnetic properties of vanadium-doped ZnO \((\text{Zn}_{1-x} \text{V}_x)\text{O}\) in the study by Bekenov et al. belongs to the same class of problems. The best agreement with experimental XMCD spectra in the study by Ishida et al. is found in this case for two antiferromagnetically coupled vanadium ions with an oxygen vacancy in the first neighbor shell of one of the atoms. The application of X-ray spectroscopy to anatase TiO\(_2\) is discussed in Section 3.5.

Defect engineering, i.e., the creation of special types of defects to achieve or improve the functionality of oxide structures is not restricted to DIM. Oxygen vacancies act as a driving mechanism in the enhancement of the magnetic response of ferrites and are of utmost importance for improving or deteriorating magnetic properties of \(\text{Sr}_2\text{FeMoO}_6\). Oxides are used in functional thin films. Thus, the influence of strain imparted by the substrate to the film due to lattice misfit on defect formation has to be investigated. \([142]\)

### 3. Experimental Evidence for DIM in ZnO and TiO\(_2\)

#### 3.1. Ion Irradiation: A Simple Way to Produce Systematically a Certain Density of Defects and Measure the Magnetic Impurities with High Sensitivity

The irradiation of a sample with energetic ions is an effective and very reproducible way for defect production within the solid. For that purpose, a broad ion beam can be used or a focused ion beam can be scanned across the sample to irradiate it homogeneously or in any dedicated pattern. The ions entering the sample undergo Coulomb interaction with the electrons and nuclei of the host material in a series of binary collisions. As a consequence, the ions lose their energy and come to rest in the material at a depth below the surface, called longitudinal range. This range strongly depends on ion type and energy as well as sample composition and can range from a few nanometers in case of Ar ions with a few hundred electronvolt energy to several tens of micrometers in case of mega-electronvolt protons.

As the ion penetrates the sample, it may transfer an amount of energy to a nucleus in the sample larger than the material-dependent displacement energy, i.e., the energy required to displace the nucleus and with it the atom itself (from the lattice site) and thus produce a point defect. The displaced atom (recoil atom) as well as the primary ion may have enough energy to displace further atoms from their lattice sites, eventually resulting in a displacement cascade. This process continues until the primary ion as well as all recoil atoms have slowed down to kinetic energies smaller than the displacement energy and finally come to rest.

As for the ion range, the defect density and depth profile also strongly depend on ion type and energy as well as sample composition and can be simulated using the Stopping and Range of Ions in Matter (SRIM) code. It should be noted, however, that SRIM does not consider the defect annealing or the crystalline structure. The defect densities can therefore only be estimated using SRIM with an accuracy that decreases as the ion energy becomes lower. Nevertheless, the defect production using ion irradiation is a reliable and well-reproducible process. Care should be taken with low-energy ion irradiation (<1 keV) because ion bombardment can not only create the necessary defects for DIM but also can eject particles from the sample’s near surface region, i.e., lead to sputtering. In this case, the associated sputtering yield and stoichiometry variations resulting thereof have to be considered for the low-energy irradiation parameters used to avoid the elimination of the near surface magnetic region.

High-energy light ions, e.g., protons or helium ions with \((1-3)\text{ MeV}\) energy, can also be used for the analysis of thin-film composition and thickness using the standard-free methods, Rutherford backscattering spectrometry (RBS) and particle-induced X-ray emission (PIXE). The latter allows for quantitative trace element analysis of impurity atoms, which is of importance to prove further the intrinsic nature of DIM. The minimum detection limits for trace elements strongly depend on the sample properties like film thickness as well as film and substrate composition. For bulk graphite, e.g., minimum detection limits as low as \(\approx 50\text{ ngg}^{-1}\) have been demonstrated for Fe. \([147]\) Significantly superior to energy dispersive X-ray analysis (EDX) or X-ray fluorescence (XRF) commonly used due to the lower bremsstrahlung background. In case of a 100 nm-thick TiO\(_2\) film on SrTiO\(_3\), the minimum detection limit for Fe amounts to \(\approx 100\text{ µgg}^{-1}\).
In ZnO, we refer to a per unit cell, comparable with that of H-induced M in the near surface region would imply the temperature of the sample was calculated using the measured moment at zero field, after applying a field of 1 T, as a function of temperature. The line through the points is a fit to the function \((1 - (T/T_C))^{1/3}\) with a Curie temperature \(T_C = 450\) K. b) Similarly but after removing a certain thickness of the treated surface through chemical etching (field parallel to the main plane). The linear in field diamagnetic background was subtracted from the measured data. Adapted from ref. [37]. Copyright 2011, IOP Publishing Ltd. and Deutsche Physikalische Gesellschaft.

The magnetization results shown in Figure 7 are obtained for a ZnO crystal treated for 90 min at a substrate temperature of 350 °C. The value of magnetization at saturation at 300 K for this sample was calculated using the measured moment and assuming a homogeneous magnetic volume of the irradiated area with a 20 nm penetration region. We note that the saturation value of magnetization, at similar H plasma conditions, depends on the substrate temperature reaching a maximum at 350 °C. [17]

The results shown in Figure 7 indicate furthermore the following:

1) The H plasma treatment at the mentioned conditions increased substantially the amount of FM mass in the ZnO-irradiated surface. The ZnO crystal before irradiation did not show a significant FM signal (Figure 7a). There is little doubt on the FM character of the measured field hysteresis. Although there are no measurements of magnetic domains (as for TiO₂, see Section 4.2) or XMCD measurements (as for ZnO:Li microwires, see Section 3.4), the finite hysteresis loop width indicates a clear remanence. The temperature dependence of the remanence measured at zero field, see inset in Figure 7a, indicates a Curie temperature of \(\approx 450\) K. 2) The field hysteresis loop shows a clear asymmetry between the field applied parallel or perpendicular to the H plasma-treated crystal plane. Considering the relatively small thickness of the ferromagnetic part at the near surface region of the crystal, the shape anisotropy tends to arrange the magnetization direction parallel to the film plane. From the observed difference between the field loops, one estimates an anisotropy constant, \(K_i \approx 10^3\) Jm⁻³. 3) Systematic chemical etching of the surface of the ZnO-treated crystal shows that the magnetization at saturation \(M_s\) decreases, see Figure 7b, revealing that a large portion of the FM signal was concentrated in the first 20 nm surface region, as SRIM simulations roughly predicted. [37] Note, however, that about 20% of the maximum magnetization obtained just after H treatment arises from a sample depth nearly six times larger (Figure 7b).

As noted in the study by Khalid et al. [37], the temperature of the sample during implantation plays an important role in saturation magnetization \(M_s\). This magnetization increases by one order of magnitude between RT and 350 °C sample temperature. As the density of implanted \(H^+\) in the near surface region would imply having nearly one \(H^+\) per ZnO unit cell, several orders of magnitude higher than the density of \(V_{O}\) and \(V_{Zn}\) created by the implantation, [37] one can estimate an average magnetic moment of 0.2 \(\mu_B\) per unit cell, comparable with that of H-induced magnetism predicted in the near surface region of ZnO. [13] In contrast, the SRIM MC simulations, used to estimate the density of hydrogen as well as of \(V_{O}\) and \(V_{Zn}\), do not consider the sample temperature. We should also note that the accuracy of the SRIM estimates of the densities (vacancies as well as implanted ions) is doubtful at low ion energies. Obviously, the clear increase in \(M_s\) with sample temperature during implantation casts doubts on the significance of the estimated densities obtained with SRIM; we would expect a larger \(H^+\) diffusion with temperature as well as a decrease in the energy necessary to produce especially \(V_{Zn}\). The results in the study by Khalid et al. [37] therefore, suggest that not necessarily the H concentration alone is responsible for the observed magnetic order. One possible answer to this dilemma might be related to the implantation of other ions, NM species of a larger mass like Ar⁺, in the H chamber, as studies in TiO₂ films revealed. [148] These higher mass ions may provide the necessary density of \(V_{Zn}\) to trigger the magnetic order.

**Stability of \(H^+\) and \(V_{Zn}\):** The magnetic order triggered by H plasma treatment was found to be unaffected by aging, maintaining the samples for 1 year at 300 K. [37] This stability may help clarify which main defect is triggering the magnetic order. Regarding the possible diffusion of \(H^+\) in ZnO, we refer to a recently published work, [149] where Park et al. studied the diffusion properties of \(H^+\) in ZnO nanorods by nuclear magnetic resonance spectroscopy, before and after 20 MeV proton beam irradiation. They found that the implanted protons occupy thermally unstable sites of ZnO, having an activation barrier of 0.46 eV. Therefore, at 300 K, we would expect clear aging effects within 1 year. What about \(V_{Zn}\)? The stability of \(V_{Zn}\) produced by (low-energy) irradiation can substantially increase introducing Li impurities (case (b) of Figure 1). Li impurities were found in the measured hydrothermally grown ZnO single crystals by phototomagnetism and electron paramagnetic
resonance (EPR) measurements. Because a direct measurement of Li impurities in ZnO is rather difficult, there is no clear value for its concentration in ZnO. We expect that it should be above 100 ppm, at least in some near surface region, as recently published work indicates. The existence of Li impurities in ZnO single crystals has been reported a long time ago. Its influence on the insulating properties of ZnO and the stability effect of $V_{Zn}$ should be always considered, when this vacancy is localized near a Li ion.

Transport Measurements after Hydrogen Plasma Treatment: Magnetotransport measurements are important as a further check for the existence of the magnetic order, specially for the characterization of small samples where the sensitivity of usual magnetometers is insufficient. The other advantage of this characterization is that the magnetotransport is less sensitive to magnetic impurities, if they remain below $\approx 0.1\%$. A possible disadvantage of the magnetotransport characterization is related to the not always simple interpretation of the results, partially due to different scattering contributions of the conduction electrons and/or different conducting paths within the same sample.

Considering the magnetization results of the H plasma-treated ZnO single crystals discussed earlier, it is suitable to discuss now the magnetotransport properties of similar crystals published in the study by Khalid and Esquinazi. Figure 8 shows the magnetoresistance of three ZnO crystals H1, H2, and H3, at two fixed temperatures, 250 and 10 K. The crystals were implanted with $H$ reaching H concentrations in the first $\approx 20$ nm of the order of $\approx 1\%$, $\approx 2\%$, and $\approx 3\%$ (for H1, H2, and H3, respectively), determined by nuclear reaction analysis.

The electrical contacts were done on the implanted surface. Note that due to the finite penetration depth of $H^+$ and the inhomogeneous distribution of $H$ within the $\approx 100$ nm near surface region, the temperature dependence of the resistance can be understood assuming 1) H-rich metallic regions embedded in the semiconducting matrix with an activation energy of $\approx 60$ MeV, parallel to 2) the rest of the affected near surface region with a variable range-hopping mechanism. The rest of the ZnO crystal beneath a depth of $\approx 100$ nm does not substantially contribute to the measured resistance due to the rather insulating-like properties of (Li-doped) ZnO. Therefore, if one measures transport properties compatible with the existence of the magnetic order, this should be correlated with the near surface sample region as done for the magnetization results.

In general, magnetic materials show a negative magnetoresistance, and this is observed also in H-treated ZnO, as shown in Figure 8a. Its value increases as the temperature decreases and also as the concentration of implanted $H^+$ increases. The observed behavior shown in Figure 8a can be well understood within a semiempirical model proposed by Khosla and Fischer, where the negative magnetoresistance is attributed to a spin-dependent scattering in the third order of the s–d exchange interaction. The model considers two field-dependent contributions—the positive one with a quadratic field dependence at low fields and a saturation at high fields; first term at the right-hand side (RHS) of Equation (3)

$$\frac{R(H) - R(0)}{R(0)} = \alpha c^2 H^2 / (1 + (dH)^2) - \alpha c^2 \ln(1 + (bH)^2) \quad (3)$$

is due to a Lorentz-force term attributed to two CBs (usually s and d) with different conductivities. The second, negative contribution to the magnetoresistance in Equation (3) is attributed to a spin-dependent scattering between two sub-bands. The coefficients $a$, $b$, $c$, and $d$ are free parameters that depend on the carrier mobility, spin scattering amplitude, exchange integral, and the amplitude of the localized magnetic moments, respectively. For a discussion of these parameters and their relationships to measurable quantities, see the study by Khalid and Esquinazi. Note that a negative magnetoresistance alone does not assure the existence of magnetic order.

Together with magnetization measurements, XMCD results provide a more robust proof. As the XMCD measurements indicate (see Section 3.4), there is a spin-polarized O 2p valence band in ZnO after H plasma treatment. Therefore, it appears plausible that an exchange interaction between 2p electronic states with the Zn d states influences the observed magnetoresistance. We note that within experimental resolution, the magnetoresistance field loop does not show any hysteresis, as in principle, we would expect considering the hysteresis field loops in magnetization (Figure 7). However, considering the coercive fields of the magnetization field loops, the reason is simply the smallness of the hysteresis in the resistance of less than 0.002%, a value clearly below the experimental resolution.

The other fundamental property of magnetically ordered materials is the anisotropy magnetoresistance (AMR). This is measured with the field applied parallel to the input current plane and depends on the angle $\theta$ between the current and magnetization vector or applied field direction. AMR is associated...
with the spin splitting of the electronic band and a finite spin–orbit coupling. In general, the AMR for fields applied normal to the current direction is (absolutely speaking) larger than for parallel applied fields. This is observed experimentally, as shown in Figure 8b. Moreover, the amplitude of the AMR increases with the H-implanted density, supporting the robustness of the magnetic order state at the implanted surface of the ZnO crystals.

For polycrystalline ferromagnetic samples and in the single domain state (applied field equal or larger than the saturation field), the AMR follows in general a simple angle dependence function $\alpha \cos^2(\theta)$. Deviations from this dependence are expected for single ferromagnetic phases when the magnetocrystalline anisotropy plays a significant role. In this case, the angular dependence of the AMR is described by a Fourier series of $\cos(n\theta)$ and $\sin(n\theta)$ with prefactors related to the Hall and magnetoresistance contributions. The experimental results obtained in the study by Khalid and Esquinazi\textsuperscript{[38]} for H-implanted ZnO single crystals not only show a relatively large AMR but also its angle dependence comes from terms with $n = 2, 4, 6$, and 8, indicating also that the Lorentz force on the conduction electrons and holes is not the source of the observed AMR. The temperature dependence of the prefactors of the Fourier series that fits the AMR is not trivial, showing a change of sign at intermediate temperatures in some of the coefficients, similar to the ferromagnetic crystals $U_\perp As_\perp$ and $U_\parallel Pd_\parallel$\textsuperscript{[157]} The origin of the temperature dependence is not yet clarified. In the same publication,\textsuperscript{[38]} the authors demonstrate the existence of an anomalous Hall effect in the same magnetic ZnO crystals with a finite field hysteresis at 300 K.

3.2.2. Thin ZnO Films Produced by PLD in Nitrogen Atmosphere

In the last section, we discussed the magnetic order after H implantation in ZnO crystals. However, good reproducibility and the relatively large H concentration implanted in the near surface region, which are the defects that trigger the observed magnetic order, whether H$^-$ alone or $V_{Zn^{--}}$-Li-H$^-$ or other defective structures, could not yet be clearly answered. In this section, we discuss systematic magnetization and XAS measurements obtained on ZnO thin films prepared by PLD in N$_2$ atmosphere without any doping. The results indicate that $V_{Zn^{--}}$ plays a main role in the magnetic order without, however, ruling out the contribution of other defects.

Clearly, the development of magnetic thin films is of great interest for applications of DMS as well as the DIM phenomenon of high importance. In the case of ZnO, there were many attempts to obtain magnetic thin films at RT, using PLD, radio frequency (RF) magnetron sputtering, or sol–gel method. Even after more than 10 years of experimental research, the necessary details to prepare doped or undoped magnetic ZnO films, whatever the deposition technique, remain still unclear. For example, to cite the most recent studies only (assuming that the observed ferromagnetic response is not due to magnetic impurities), the FM observed in 3% Co-doped ZnO (where Co$^{2+}$ substitutes Zn$^{2+}$) is strongly enhanced after Ar irradiation,\textsuperscript{[158]} supporting the view that defects play a main role in the observed magnetic order.

Without the need of any magnetic ion, RT FM was reported in ZnO:Cu and ZnO:Ag (codoped with Al) thin films prepared by RF sputtering. In contrast, Zn$_{0.95}$TM$_{0.05}$O (TM = Co, Ni, Cu) films prepared using a similar deposition technique do not show any magnetic order at RT.\textsuperscript{[359]} These results already suggest that a certain density of defects, like $V_O$ in ZnO:Cu,\textsuperscript{[46]} is necessary to stabilize the magnetic order at RT. In this section, we discuss the magnetic properties of pure ZnO films prepared by PLD at different $N_2$ partial pressures, where a stable and reproducible RT magnetic order was observed.\textsuperscript{[160]}

After the first hints on the possible influence of certain defects in the observed magnetic order in ZnO films prepared by PLD, reported by Xu et al.,\textsuperscript{[19]} systematic studies of similar films grown at different $N_2$ pressures on $a$-, $c$-, and $r$-plane Al$_2$O$_3$ substrates were published by Khalid et al.\textsuperscript{[160]} A significant ferromagnetic magnetization was obtained only for films deposited on $r$-plane sapphire substrates, probably due to the nonpolarity of its terminated surfaces, which may facilitate the formation of the necessary defects. The results in Figure 9a–d show the following:

a) The lattice constant $a$ of the films decreases for the films prepared with $N_2$ partial pressures up to 0.3 mbar, remaining nearly constant at higher $N_2$ pressures.

b) First-principles theoretical results for the ZnO structure with a certain amount of vacancies indicate that the lattice constant $a$ decreases with higher $V_{Zn}$ concentration. This is not obtained for similar amounts of $V_O$, suggesting the existence of a significant amount of $V_{Zn}$.

c) The line-shape parameter $S$ obtained from PAS for films prepared at different $N_2$ partial pressures indicates a clear increase in the amount of vacancies between 0.3 mbar and 0.5 mbar at energies between 2 keV and 4 keV. At these energies the $S$ signals come from the sample surface and interior. At energies $\geq$6 keV the signal is mainly due to the substrate.

d) The increase in $S$ at intermediate $N_2$ partial pressures correlates with the clear increase in magnetization at saturation obtained from the field hysteresis loops.

We note that the maximum absolute values of magnetization at saturation of ZnO films are two orders of magnitude smaller than the ones obtained for the H-treated ZnO single crystals; for this compare the results in Figure 7 with those in Figure 9d. On the other hand, it should be clear that such low magnetization values are not compatible to a magnetic order that is stable at 300 K, with further results that suggest a Curie temperature clearly above RT. The reason for these small magnetization values is the division of the measured magnetic moment by the total mass of the ZnO films. In other words, the magnetic signal does not come from all the samples mass but from a small percentage of it. The theoretical calculations indicate a percolation of the magnetic interaction for $\approx 5\%$ of $V_{Zn}$, which means a magnetization at saturation of $\approx 7$ emu g$^{-1}$, nearly the values obtained for the H-treated ZnO single crystals and two orders of magnitude larger than the values shown in Figure 9d. These estimates indicate that the order of 1% of the film has the necessary density of defects, e.g., $V_{Zn^{--}}$ to trigger the observed magnetic order. The uncertainty in the magnetic mass or volume of a given sample together with the significant amount of defects, responsible for the observed magnetic signals, is the main open issue in this kind of sample preparation that hinders to some extent a good reproducibility and the comparison among different samples.
High-resolution XRD and X-ray absorption near-edge structure (XANES) results at the Zn K-edge of similar ferromagnetic ZnO thin films together with first-principles calculations using multiple-scattering formalism\(^\text{[160]}\) support the main conclusion of a previous study\(^\text{[160]}\). We note that XAS provides a powerful tool to investigate defective structures because it probes both the electronic and the structural configuration of specific atoms. Figure 10a shows the XANES results for a particular electric field \(E\) polarization of four ZnO films prepared by PLD at different \(N_2\) partial pressures. One can recognize a clear change of the main central peak, its intensity increases with \(N_2\) partial pressure. Details of the XANES spectra and the changes with \(N_2\) partial pressure depend on the electric field orientation but a qualitative similar result is obtained for \(E\| (1, 0, 1)\).

The XRD results indicate a crystallite size of 50(5)nm for all four ZnO films. This known fact in most of the ZnO thin films produced by PLD indicates a substantial amount of grain boundaries. One may speculate that the magnetic order could be related to those boundaries, but there is no evidence for that. Because the crystallite size does not show any significant change with \(N_2\) partial pressure, we can rule out that the crystallite boundaries play an important role in the observed magnetic order. However, they can have a large influence on the electrical transport, reducing substantially the resistivity of the ZnO films in comparison with single-crystalline ZnO samples. For example, in a previous study\(^\text{[162]}\), the changes of the electrical and optical properties after H plasma treatment of ZnO thin films prepared by PLD in different atmosphere conditions were studied. The authors conclude that grain boundaries as well as the incorporation of H within them strongly influence the semiconducting properties of ZnO thin films.

To check whether \(V_O\) or \(V_{Zn}\) is the origin of the observed changes of the main peak with \(N_2\) partial pressures, first-principles calculations of XANES spectra were carried out using clusters of 70–340 atoms.\(^\text{[161]}\) The results of these calculations shown in Figure 10b indicate that only the introduction of \(V_{Zn}\) at a certain defined position (named Zn1 in a previous study\(^\text{[161]}\)) but not of \(V_O\) produces the increase in the intensity of the main peak in XANES. Moreover, the introduction of \(V_O\) in the ZnO cluster gives a strong dependence of the spectra with the polarization of the electric field vector, in disagreement with experimental results. We should note, however, that the first-principle calculations of the XANES spectra were done without taking into account any relaxation of the local structure around the considered vacancy. All the lattice relaxation effects should be examined in future theoretical calculations. For further studies including extended X-ray absorption fine-structure (EXAFS) spectra, see a previous study.\(^\text{[161]}\)

The results shown earlier indicate that \(V_{Zn}\) exists in the PLD ZnO films prepared in different \(N_2\) partial pressures and that these vacancies (and not \(V_O\)) appear to be of importance to trigger the observed magnetic order. It should be clear that in spite of the use of different characterization techniques, a skeptical reader...
would not be convinced, taking into account especially that only $\approx 1\%$ of the total film mass appears to be magnetically ordered. In fact, there are not yet measurements of magnetic domains that may convince the reader of the existence of localized magnetically ordered regions or patches, as is the case of irradiated very thin TiO$_2$ magnetic layers discussed in Section 3.5 and 4.2. Nevertheless, an important portion of experimental evidence on the intrinsic nature of the defect-induced magnetic order in ZnO and the role of $V_{Zn}$ (see also the discussion in a previous study[29]) is provided by the XMCD measurements on irradiated ZnO microwires, as presented in Section 3.4.

One more open question remains, regarding the observed magnetic order in ZnO PLD films. Why the observed magnetic order is stable in time? What does pin the responsible $V_{Zn}$ in the atomic lattice at 300 K (or even above)? This stability over time periods of a year or larger may indicate that other defects like foreign ions or more complex defective structures with O, N, or H may exist near $V_{Zn}$, increasing the pinning potential well for their diffusion to the sample surface.

### 3.3. ZnO Microwires

In this section we discuss the results of microwires of ZnO. The reason why we have studied these structures, after studying bulk single crystals and thin films, is that the microwires of ZnO have less carriers due to defects, i.e., in general, it means less grain boundaries and therefore more insulating. Thus, their transport properties are much more sensitive to the H$^-$ implantation than in thin films, for example. Moreover, the relatively large surface/bulk ratio of the microwires enables a more sensitive study of the effects of irradiation and DIM triggered on the near surface region of the wires, see for example a previous study.[164]

#### 3.3.1. Morphology, Tunneling Conductance, and Variable Range-Hopping Mechanisms in the Temperature Dependence of the Resistance

Typical geometry ranges from a few tens of nanometers to several tens of micrometers for diameter and length. The microwires are easily prepared from a high-purity initial material in the form of a powder mixture of ZnO and graphite. The usual carbothermal process involves the thermal decomposition of ZnO at 1150°C in a tubular furnace placed in air.[165] For ZnO microwires of a diameter smaller than $\approx 1\, \mu m$, the perimeter of the wires is rather circular; otherwise, the typical hexagonal shape develops, see Figure 11a. The defective structure of the microwire and its influence on the transport depend on the diameter of the wire, as we shall see in this section.

An interesting characteristic of the ZnO microwires is that the main wire axis grows parallel to the $c$-axis of the wurzite-like structure. Among the possibility to study the transport properties in a different direction as in thin films, it allows also to study the formation of a persistent spin helix at the $\{1, 0, 1, 0\}$ surface via the circular photogalvanic effect.[166]

After selecting the microwire from a bundle, it is fixed on a dielectric substrate using amorphous and insulating WC$_x$, deposited by electron beam induced deposition (EBID), see Figure 11b. For microwires of a small diameter ($< 1\, \mu m$), the electrical contacts structure is prepared with electron beam lithography and the metallic electrodes are deposited by the sputtering of Cr (5 nm) and Au (35 nm) or Pd/Au contacts, see Figure 11b,c. For microwires of a larger diameter of several micrometers, one can use gold wires clenched with indium on top of the wire. In any case current–voltage ($I–V$) characteristics curves have to be measured to check for nonohmic regimes.

The shape of a ZnO microwire depends on its diameter, if the wire is prepared by the carbothermal process. For diameter below 1 $\mu m$, the wires have a circular shape; otherwise, typical hexagonal, see Figure 11. The diameter has also an influence on the internal microstructure and this lasts on the transport properties. In general, the micro- and nanowires of ZnO, at least the ones produced...
by the carbothermal process, are not really single crystals but are composed of different crystalline regions or a granular-like structure, especially the ones with a small diameter. This can be demonstrated directly by electron backscatter diffraction (EBSD) experiments and indirectly by transport and impedance spectroscopy measurements. Figure 11d shows the deviation of the $c$-axis from the main direction of a 0.6 μm-diameter wire obtained with EBSD. These results indicate a rather granular-like structure with interfaces between the grains. From these results one can estimate a cross-sectional area of 100 nm × 50 nm for the internal grains, clearly larger than in ZnO thin films produced by PLD.

Current–voltage ($I - V$) characteristics of a ZnO nanowire are shown in Figure 12a, and the temperature dependence of the resistance $R(T, I)$ measured at two constant currents and before and after $\text{H}^+$ irradiation is shown in Figure 12b. The obvious nonlinearities cannot be simply interpreted as due to contact barriers because of the four-point method used but they are related to the granular microstructure of the nanowire. One model that describes the $I - V$ and $R(T, I)$ and takes into account the nonlinear junctions between the grains of the internal microstructure is the fluctuation-induced tunneling conduction (FITC) model. Within this model the electric transport is due to tunneling between large and conducting grains through small contacts, junctions, or thin barriers. The $I - V$ and $R(T, I)$ curves shown in Figure 12a,b can be analyzed assuming that the total current through the sample is given by

\[ I_{\text{total}} = I_{\text{FITC}}(V) + I_s(V) \]  

where the first term follows the voltage dependence of the FITC model and the second a linear in voltage term, which comes from the thermally activated semiconducting path. The corresponding parallel resistor sum is

\[ R(T)_{\text{total}}^{-1} = R_{\text{FITC}}^{-1}(T, I) + R_s^{-1}(T) + R_0^{-1} \]  

with the first nonohmic term due to the FITC contribution and the second linear term due to the semiconducting path ($\propto \exp(E_a/k_B T)$, with $E_a$ as activation energy), followed by a residual resistance term. This last can be modified after $\text{H}^+$ implantation, see a previous study for more details. The excellent fits to both the $I - V$ curves and the $R(T, I)$ curves minimize the number of free parameters and check the consistency of the free ones. We note that $\text{H}^+$ implantation decreases the resistivity of the ZnO wire by a factor of ten under the used implantation conditions.

A quite different behavior is obtained for ZnO microwires with much larger diameters. Figure 12c shows the temperature dependence of the resistance of three ZnO microwires: an untreated, undoped ZnO, ZH: after $\text{H}^+$ implantation (done...
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A way to test the existence of magnetism in a single microwire is through magnetoresistance (MR), as shown for the ZnO bulk single crystals in Section 3.2.1. Figure 13 shows the field dependence of MR at different constant temperatures of undoped ZnO microwires of larger diameters implanted with H+ at different temperatures during implantation. As discussed earlier, the density of VZn produced by H+ irradiation in pure ZnO without Li doping, remains relatively low because of diffusion. This can be easily recognized in Figure 13a where the MR for a ZnO microwire H+ treated at 300 K is plotted. The negative MR due to scattering of carriers with localized magnetic moments (see Equation (3)) as well as the overall MR vanishes at T ≥ 50 K. This indicates a low density of VZn, as well as a low density of carriers produced by H+ implantation. Increasing the implantation temperature (leaving all other parameters fixed), a positive MR develops, whereas the negative MR remains, contributing below 50 K, see Figure 13b–d. The overall behavior indicates the need to pin enough VZn, produced by H+ treatment to obtain magnetic order at RT, as observed in the H+-treated ZnO single crystals. This is achieved by doping ZnO with Li, see Section 3.4.

3.4. ZnO:Li microwires: Magnetization, Magnetoresistance, and XMCD Measurements

3.4.1. Magnetization Measurements
As noted in the case (c) of Section 1, to have a defined density of defects, VZn in case of pure ZnO, it is necessary to codope ZnO with H and Li, as proposed in the study by Lee and Chang. From one side, H suppresses the formation of compensating interstitials, enhancing the acceptor solubility due to the formation of H complexes. In addition, the Li atom is used to pin VZn, nearby, allowing therefore to have a VZn concentration of the order of the doped Li concentration after ion irradiation. Figure 14 shows the field hysteresis loops of the magnetic moment measured in three conglomerates of ZnO:Li microwires with different Li concentrations prepared, as described in previous studies. The results in this figure indicate that a ferromagnetic state at 300 K is triggered after H+ irradiation only after having a certain density of VZn, i.e., independently of the irradiated dosis the microwires with only at 1% Li/Zn do not show a ferromagnetic-like field hysteresis loop, compare the results in Figure 14a with those in Figure 14b,c. The estimated concentration of VZn in the first 10 nm near surface region of the microwires is 3(Z) × VZn cm−3, ≈ten times the Li concentration.
for the 7 at% Li/Zn sample. We expect, however, that this density of V_{Zn} does not remain constant but most of them diffuse to the surface of the sample, with exception of the ones located near the Li ions, \( \approx 3 \times 10^{14} \) (in the first 10 nm of the 7 at% Li/Zn sample).

The results shown in Figure 14 indicate that 1) there is a minimum density of Li doping necessary to trigger FM after \( \text{H}^+ \) irradiation and 2) there is a certain dose of irradiated \( \text{H}^+ \) necessary to trigger a maximum possible magnetic moment at saturation. Above a certain dose, the irradiation produces further defects that contribute to a PM response but not a further increase in the ferromagnetic one. Because a direct measurement of the Li concentration in the microwires is difficult, if at all possible, due to the light weight of Li ions and because of the relatively small mass of the microwires conglomerates, apart from the magnetization measurements, one needs a further, indirect proof that the nominal Li concentration influences the ZnO lattice. This can be obtained by Raman spectroscopy, where an increase in the nominal Li concentration reduces the Zn-sublattice-related Raman modes systematically. The measured EPR signal also reveals the existence of Li in the microwires, although it is not possible to obtain the absolute concentration from these kinds of measurements.

### 3.4.2. Magnetoresistance Measurements

As shown in Figure 12c, the microwires doped with 7 at% Li/Zn show a large decrease in the electrical resistance after \( \text{H}^+ \) irradiation. As expected and in contrast to the irradiated, undoped ZnO microwires, the Li-doped ZnO microwires show a stable, finite, and negative MR at all temperatures to 250 K, compare Figure 15 with Figure 13. The MR data shown in Figure 15 follow very well the semiempirical model described in a previous study and given by Equation (3). A detailed discussion of the obtained fit parameters and the overall temperature dependence of the MR are given in a previous study. The observed field anisotropy shown in Figure 15b indicates that the MR is smaller at fields parallel to the current and main wire \( c \)-axis than at normal fields. This result is compatible with the anisotropic MR (AMR) of ferromagnets and similar to that observed in \( \text{H}^+ \)-irradiated ZnO crystals, shown in Figure 8b.

We note that the electrical noise represents an important limitation for applications of conducting devices in the nanometer size range and is therefore of interest. The characterization of the intrinsic noise of \( \text{H}^+ \)-implanted ZnO:Li microwires at RT was realized. The obtained voltage noise under a constant DC current bias is characterized by \( 1/f^\alpha \) power spectra (\( f \) is the frequency) with \( \alpha \approx 1 \). The normalized power spectral density tends to be inversely proportional to the carrier density in the probed sample volume.

### 3.4.3. X-Ray Magnetic Circular Dichroism

We will discuss how XMCD in XAS was used to elucidate the origin of FM in Li-doped ZnO microwires. Before we present the experimental results, we would like to introduce the technique in more detail. XAS and XMCD experiments are commonly conducted at a synchrotron, which is a source of tunable and polarized X-rays with wavelengths between 1 and 100 Å (\( \approx 10 \text{keV} \)–10 eV). In a XAS experiment, the sample is irradiated...
describe the wave function of initial and final states. It means that XAS is a probe of the local electronic structure.

with X-rays of well-defined energy and polarization and the absorption cross section is recorded at each energy by either measuring the intensity of transmitted X-rays (bulk sensitive) or the secondary electron current emitted from a near surface region (≈5–10 nm). A certain fraction of X-rays will always be absorbed nonresonantly. However, if the energy of the incident X-ray photon is selected accordingly, the absorption of the X-ray photon will lead to resonant transitions from core-level electrons to empty electronic states above the Fermi level and photon will lead to resonant transitions from core-level electrons to empty electronic states above the Fermi level. One of the characteristic energies. In order to probe the magnetic response after H⁺-implantation (1 h with a current of 60 μA at 300 K), we now apply XMCD to elucidate the origin of the magnetic order in H⁺-implanted ZnO:Li microwires. Figure 16 shows the XAS spectra (red curves) of two samples labeled ZL1 and ZL3 with 1% and 3% lithium doping, respectively. The difference between these two samples is that ZL3 showed a significant magnetic response after H⁺ irradiation in contrast to ZL1.

The core-level electron can only be excited—at least with significant probability—into electronic states belonging to the same atomic species and thus the photoexcited electron serves as a direct probe of the unoccupied electronic structure of the atomic species it was excited from. However, as the density and symmetry of the unoccupied states is affected by the local atomic environment, the exact shape of the absorption line is also affected by chemical bonding, charge transfer, etc.

In addition, total angular momentum including the angular momentum of the photon has to be conserved in the XAS process. This causes XAS to be polarization dependent (dichroism) and allows us to detect asymmetries in the final states. One of the most prominent examples is XMCD, where the presence of a spontaneous magnetization caused by spin-polarized electronic states leads to the absence of time-reversal symmetry in the electronic structure. Using circular polarized x-rays, which are not time-reversal invariant (as the helicity of the photon is either parallel or antiparallel to the k-vector), one can now directly probe the existence of spin-polarized electronic states that underlie this missing symmetry in an element-specific quantitative manner. This feature of XMCD has proven immensely useful for the study of D1M, as the element specificity allows to separate parasitic from intrinsic magnetic order. For a more complete review see chapter 9 in a previous study.175

We now apply XMCD to elucidate the origin of the magnetic order in H⁺-implanted ZnO:Li microwires. Figure 16 shows the XAS spectra (red curves) of two samples labeled ZL1 and ZL3 with 1% and 3% lithium doping, respectively. The difference between these two samples is that ZL3 showed a significant magnetic response after H⁺ irradiation in contrast to ZL1.143
XMCD spectra were acquired by measuring the XAS yield at each photon energy in alternating applied magnetic fields of ±0.2 T. Note that this field amplitude is enough to saturate the magnetization of these ferromagnetic wires at 300 K, see Figure 14. The difference of the resulting XAS spectra is the XMCD spectrum, shown in blue in each panel of Figure 16. The first notable observation is that neither sample shows any XMCD difference at the Zn resonance. As the Zn resonance is the result of a 2p–3d dipole transition, it means that the Zn 3d states do not exhibit any magnetic moment or spin polarization. However, we do find that the oxygen XAS of sample ZL3 shows a distinct XMCD signature, in contrast to sample ZL1, which did not exhibit a macroscopic magnetic signature. Note that the oxygen XAS is caused by electronic 1s–2p transition, meaning one probes the oxygen 2p states in this case. We can therefore conclude that this XMCD signature is directly linked to the magnetism of sample ZL3 and that the magnetic order originates from the oxygen 2p states.

The question now remains if all oxygen atoms contribute to the magnetic order or only at certain atomic lattice sites. One of the strengths of XAS and XMCD is that a variety of simulation packages (band structure or atomic multiplet based) exist, which can be used to model the experimental spectra. In all of the models the simulation parameters can be then linked to directly draw conclusions about the local environment of the investigated atomic species. In this case we used a fully relativistic spin-polarized linear-muffin-tin-orbital method\textsuperscript{[176,177]} and compared the XAS and XMCD spectra to the simulated spectra using perfect ZnO, ZnO with a V\textsubscript{Zn}, and the ZnO with a V\textsubscript{Zn} and Li co-doping. As expected, the XAS spectra can be described using a mixture of all of these cases. Remarkably, the XMCD spectrum can be fully described, however, using only ZnO with V\textsubscript{Zn}, indicating that the origin of the magnetic order in these samples is exactly at those atomic sites, see Figure 4 in a previous study.\textsuperscript{[43]}

Altogether, the combination of an element-specific magnetic probe like XMCD together with meaningful simulations of the obtained spectra provides insight into the electronic states and atomic sites relevant for the observed magnetic order in these H\textsuperscript{+}-irradiated ZnO:Li microwires. Similarly, in the next section we discuss another example of the application of XMCD in combination with theoretical simulations, where we describe the magnetic order that appears in irradiated anatase TiO\textsubscript{2} samples.

### 3.5. TiO\textsubscript{2} Anatase Very Thin Magnetic Layers: Magnetization and XMCD Results

Amorphous TiO\textsubscript{2} thin films were prepared by ion-beam sputter deposition with a 1000 eV Xe ion beam sputtering a Ti target. The particles condense on a LaAlO\textsubscript{3} (100) substrate, additional O\textsubscript{2} background gas (1.5 × 10\textsuperscript{5}mbar) is provided to obtain the correct stoichiometry. The resulting films have a thickness of about 40 nm, more details are given in the studies by Bundesmann and coworkers.\textsuperscript{[178,179]} After postgrowth annealing at a temperature of T = 1000 K for 1 h, epitaxial (001) and polycrystalline anatase thin films were obtained. The samples were then irradiated using Ar\textsuperscript{+} ions with an energy of 200 eV and a fluence of 1.0 × 10\textsuperscript{15}cm\textsuperscript{−2}s\textsuperscript{−1}.

The magnetization measurements were conducted in a standard superconducting quantum interference device (SQUID). In Figure 17, the magnetic moment m and magnetization M (right y-axis) as a function of the applied magnetic field μ\textsubscript{0}H are shown. In case of the as-prepared anatase film, a small initial magnetic moment of ≈ 1 nAm\textsuperscript{2} is present. The origin of this
The XAS spectra consist of two edges (top) and magnetic circular dichroism (MCD) (bottom) of the anatase sample before and after irradiation at $T = 300$ K. The field was applied parallel and perpendicular to the film surface. The magnetization $M$ was calculated assuming a layer thickness of 10 nm. Adapted with permission.[119] Copyright 2020, American Physical Society.

The temperature dependence of the magnetic moment and the remanence of the irradiated sample are shown in Figure 18. The measurement sequence was as usual, i.e., at zero applied field, the temperature was swept from $T = 300$ K to $T = 5$ K; then, a magnetic field of $H_{app} = 0.05$ T was applied and the heat-up (zero field-cooled (ZFC)) and cool-down (field-cooled [FC]) curves were monitored. As expected for FM, there is an opening between the ZFC and FC curves. Subsequently, the field was turned off and the remanence was measured. The remanent magnetic moment $m(T)$ remains finite at $T = 300$ K; therefore, we expect a Curie temperature well above RT. Considering the area difference between the ZFC and FC curves and the heat-up (zero $H_{app}$) curves, a Curie temperature of $T_C \approx 550$ K.

The XAS spectra consist of two edges—the $L_3$ and $L_2$ edges, which originate from electron transitions from the inner 2p$_{1/2}$ orbitals to empty 3d states and the $L_2$ edge, which is due to 2p$_{3/2}$ to 3d transitions. The two edges are split into the four peaks $t_2g$, $e_g$, and $e_u$ states. The additional peaks “a” and “b” only appear in case of rutile and anatase.[189–191] The $I_6/I_0$ intensity ratio confirms the anatase phase, where a ratio of $I_6/I_0 \geq 1$ corresponds to anatase (rutile). The “b” peak is present, however, much less pronounced compared with the XAS of an untreated sample (Figure 20). This confirms that the crystal structure has been modified during irradiation. Further, a finite XMCD signal originates from electron transitions from the inner 2p$_{1/2}$ orbitals to empty 3d states and the $L_2$ edge, which is due to 2p$_{3/2}$ to 3d transitions. The two edges are split into the four peaks $t_2g$, $e_g$, and $e_u$ states. The additional peaks “a” and “b” only appear in case of rutile and anatase.[189–191] The $I_6/I_0$ intensity ratio confirms the anatase phase, where a ratio of $I_6/I_0 \geq 1$ corresponds to anatase (rutile). The “b” peak is present, however, much less pronounced compared with the XAS of an untreated sample (Figure 20). This confirms that the crystal structure has been modified during irradiation. Further, a finite XMCD signal originates from electron transitions from the inner 2p$_{1/2}$ orbitals to empty 3d states and the $L_2$ edge, which is due to 2p$_{3/2}$ to 3d transitions. The two edges are split into the four peaks $t_2g$, $e_g$, and $e_u$ states. The additional peaks “a” and “b” only appear in case of rutile and anatase.[189–191] The $I_6/I_0$ intensity ratio confirms the anatase phase, where a ratio of $I_6/I_0 \geq 1$ corresponds to anatase (rutile). The “b” peak is present, however, much less pronounced compared with the XAS of an untreated sample (Figure 20). This confirms that the crystal structure has been modified during irradiation. Further, a finite XMCD signal originates from electron transitions from the inner 2p$_{1/2}$ orbitals to empty 3d states and the $L_2$ edge, which is due to 2p$_{3/2}$ to 3d transitions. The two edges are split into the four peaks $t_2g$, $e_g$, and $e_u$ states. The additional peaks “a” and “b” only appear in case of rutile and anatase.[189–191] The $I_6/I_0$ intensity ratio confirms the anatase phase, where a ratio of $I_6/I_0 \geq 1$ corresponds to anatase (rutile). The “b” peak is present, however, much less pronounced compared with the XAS of an untreated sample (Figure 20). This confirms that the crystal structure has been modified during irradiation. Further, a finite XMCD signal
is obtained (line (i) in Figure 19), which indicates that the Ti atoms have a magnetic moment after irradiation, assuring a magnetically ordered state in the defective TiO$_2$ oxide structure.

The anatase structures with the di-FP defects were used to calculate the XAS and XMCD spectra,$^{[119]}$ see Figure 19(ii)–(v). The four possible combinations (ground states d$^0$, d$^3$, and two different di-FPs) have been shifted for clarity. The best agreement was found for di-FP2 with d$^1$ ground state, where a Ti dangling bond acts as an O defect, i.e., the formation of TiO$_2$.

None of the calculated XMCD curves agree completely with the experimental data, indicating that other structural changes might be involved in the creation of a magnetic moment in the anatase films. Assuming a defect concentration of one di-FP per two unit cells, and a magnetic moment of 2$\mu_B$ per di-FP, one finds a defect depth of $\approx$10 nm and a magnetic defect concentration of $\approx$ 8 at%.

In case of the untreated sample, there is no XMCD signal present at RT for the Ti-L$_{2,3}$ edges (Figure 20). This implies that there is no magnetic contribution of Ti at the surface in the nonirradiated anatase films, whereas there is a clear signal for the irradiated sample. The peak energies agree well with literature results.$^{[185,186,189,192,193]}

We discuss now the XAS and XMCD results obtained with the luminescence yield (LY). Note that TEY has a probing depth of 5 nm, and it is, therefore, sensitive to surface effects, whereas the LY scans the whole thin film and part of the LaAlO$_3$ (LAO) substrate. The LY of the Ti-L$_{2,3}$ edges is shown in Figure 21. The LY, probing a much larger depth including the substrate/film interface, shows a small XMCD feature, which can explain the initial magnetic moment, which was seen in the SQUID measurements. This can be due to charge transfer at the TiO$_2$/LAO interface, similar to what has been observed for TiO$_2$/SrTiO$_3$ interfaces.$^{[194,195]}$ The dotted line in Figure 21 shows the XMCD signal calculated using the code MultiX$^{[196]}$ for anatase in the d$^1$ ground state, which agrees well with the experimental results. The characteristic XMCD observed before cannot be seen here due to the larger mean free path of the photons compared with the electrons. Furthermore, the b peak intensity confirms that there is a larger contribution of defect-free anatase, compared with the TEY spectrum.

4. Examples of Devices for Applications Based on DIM

4.1. Spin Transport and Spin Filtering at Magnetic–Non Magnetic ZnO:Li Homojunctions

As noted in previous sections, experimental data indicate that the valence band in DIM ZnO is spin polarized. A magnetic semiconductor that supports spin-polarized transport is of interest for spintronic applications. We note, however, that the electrical transport in ZnO is mostly n-type due to its tendency to naturally have a surplus of donor defects. In the past decade, huge efforts have been undertaken trying to obtain p-type doping in ZnO but without much success. The difficulty of obtaining p-type ZnO mainly lies in the self-compensation of dopants, i.e., most acceptor dopant elements simultaneously act as donors and therefore, acceptor-doped ZnO is usually insulating. Due to the absence of mobile holes exploiting the spin-polarized valence band in ZnO directly, spin transport appears to be impossible.

As electrical transport is governed by electrons in the CB, we may ask whether it is still possible to obtain a spin-polarized current in ZnO. One way the polarized valence band in ZnO can affect the spin state of free electrons in the CB is by spin-dependent recombination. This effect has been extensively studied in GaAs$_{1-x}$N$_x$,$^{[197–199]}$ where a certain amount of the Ga ions create PM defect states within the bandgap of GaAs$_{1-x}$N$_x$. When the PM centers are polarized, either by optical pumping or by applying a magnetic field, the recombination of electrons from the CB through the spin-polarized defects is spin dependent. This results in a dynamic spin polarization of the CB.

The CB of DIM ZnO is also spin polarized, which can be explained by spin-dependent recombination. Figure 22a shows the degree of spin polarization $\alpha = (s_{\uparrow\downarrow} - s_{\downarrow\uparrow})/(s_{\uparrow\downarrow} + s_{\downarrow\uparrow})$ (s$_{\uparrow\downarrow}$ is the majority/minority spin density) of the CB in DIM ZnO:Li as a function of temperature. In contrast to spin-dependent recombination through PM defects, as is the case in GaAs$_{1-x}$N$_x$, where the PM Ga centers have to be polarized...
Figure 22. a) Degree of CB spin polarization in DIM Li-doped ZnO. b) Sketch of the energy (E) landscape along a Li:ZnO microwire with highly donor-doped magnetic regions (FM) and less-doped NM regions. The sketch shows the CB minimum, the Fermi level ($E_F$), the spin-polarized DB within the bandgap and the VBM. The magnetic field direction $B$ is indicated by an arrow. The small blue/red arrows symbolize spin up/down electrons. The rotating arrows in the center symbolize any kind of spin-flip processes. A current $I$ flows from left to right in the x-direction parallel to the c-axis of the ZnO structure and in the sketch normal to the magnetic field direction. The AMR with respect to the angle between field and current is small, see Figure 15b, and for the spin filter effect it can be neglected. c) Spin filter efficiency $P_{sf}$ as a function of the exchange energy $E_{ex}$ at different temperatures in the range 10–300 K and at zero applied magnetic field. The hatched area corresponds to the expected range of $E_{ex}$ in the ZnO:Li spin filter device, with a lower bound of 2 MeV and an upper bound of 8 MeV estimated from magnetoresistance and I–V characteristic measurements. Adapted with permission.© 2019, American Chemical Society.

4.2. PMA in TiO$_2$ Anatase Microstructures

The results of magnetic force microscopy (MFM) measurements on a patterned anatase film are shown in Figure 23 for the sample magnetized either antiparallel (Figure 23a) or parallel (Figure 23b) to the magnetization direction of the MFM tip. The pattern has been produced using standard electron beam lithography with PMMA to obtain a mask. After the anatase film was irradiated, the mask was removed completely. Prior to the measurements, the film and the tip were magnetized, as indicated in the figure, and no external field was applied during the measurement.

As expected for a pinned ferromagnetic magnetization vector, the phase shift of the MFM signal depends on the magnetization direction. When changing the relative magnetization direction, by external excitation, the spin-dependent recombination in DIM materials works even without external excitation due to the exchange interaction that polarizes spontaneously the valence band.

DIM in ZnO:Li therefore allows to generate spin-polarized currents. As discussed in Section 3.4, DIM can be induced by proton implantation in ZnO:Li microwires, which allows to locally control spin polarization along such a wire by varying the implantation dose. This reminds one of a very common technique used in semiconductor technology to locally control the carrier concentration by varying the amount of doping. In ZnO, Li acts as an acceptor,$^{[201,202]}$ whereas hydrogen acts as a donor dopant. As ZnO:Li is usually insulating, as noted earlier, the proton implantation allows to vary the electron density in the CB within a wide range, before inducing magnetic order.

This ability to locally control the spin polarization and electron concentration along the surface of ZnO:Li samples allows the development of interesting new spintronic devices. For instance, when one implants a high/low dose in alternating regions along a ZnO:Li microwire, such that the highly implanted regions become magnetically ordered and a potential barrier builds between the regions creating magnetic/NM homojunctions, one obtains a minority spin-filter device that inverts spin polarization.$^{[200]}$ Figure 22b shows a sketch of the energy landscape along such a device. In the magnetic regions (FM), the spin-polarized defect band (DB) leads to a spin-polarized CB due to spin-dependent recombinations and to splitting of the spin sub-bands. By changing the electron density in the NM regions, one can tune the height of the potential barrier built at the junction between the regions. Due to the spin splitting of the CB in the FM regions, the potential barrier height is spin dependent. It is higher for majority spins and lower for minority spins. This automatically leads to a filtering of minority spins at the potential barrier and an inversion of spin polarization.

Figure 22c shows the efficiency $P_{sf} = (j_E - j_i)/(j_E + j_i)$ ($j_\uparrow/j_\downarrow$ is the majority/minority spin current density across the spin filter) as a function of the effective magnetic coupling strength $E_{ex}$ in the FM regions. The hatched area shows the range of coupling strength estimated from the I–V characteristic and magnetoresistance measurements.$^{[200]}$ The spin filter efficiency reaches $P_{sf} = 100\%$ at 10 K and $P_{sf} > 10\%$ at RT; an efficiency as good or better than the best spin filters reported in literature.$^{[200]}$
MFM measurements of a magnetically patterned anatase film, with the sample (MS) and tip (MT) magnetization a) antiparallel and b) parallel to each other; c) shows the corresponding line scans. d) An MFM image of an irradiated surface is shown, e) the corresponding topography. Adapted with permission. Copyright 2020, American Physical Society.

Figure 23. MFM measurements of a magnetically patterned anatase film, with the sample (MS) and tip (MT) magnetization a) antiparallel and b) parallel to each other; c) shows the corresponding line scans. d) An MFM image of an irradiated surface is shown, e) the corresponding topography. Adapted with permission. Copyright 2020, American Physical Society.

a sign change in the phase shift can be observed (see Figure 23c for the linescans indicated in Figure 23a,b). The results clearly indicate that electrostatic influences on the measured MFM phase signal can be ruled out. Furthermore, there is no correlation between phase shift and topography (Figure 23d,e).

The low remanence of the unpatterned and irradiated large-area thin film shown in Figure 18 suggests the existence of randomly ordered domains. Therefore, MFM measurements were conducted on the anatase thin-film surface (Figure 23d). The MFM results indicate the existence of a magnetic domain structure compatible with the low remanence in the SQUID measurements. Furthermore, the measured phase signals confirm that the magnetization direction is pointing out of plane. Note that domains with the magnetization vector in plane would only be recognized at the domain walls, as the out-of-plane field vanishes within the domains. Thus, the MFM results provide an explanation of the magnetic moment measurements and prove that ferromagnetic domains at the surface of the irradiated film exist. These results contradict the theory of paramagnetism due to vacuum fluctuations where in its current state a hysteresis/ remanence and a magnetic domain structure cannot be explained.

Due to the low magnetic stray fields of the domain structure, the lift scan height was set to --10 nm, and the excitation was reduced such that the tip did not strike the surface. However, surface artifacts cannot be avoided completely (Figure 18d,e), yet the oppositely aligned domains as well as the domain boundaries are not related to topography effects. The magnetic signal remains homogeneous over tens of micrometers, indicating a continuous and smooth distribution of magnetic defects, a clear advantage for applications. Furthermore, the low energy used for irradiation also supports other possibilities for masking (e.g., with macromolecules) to prepare a magnetic pattern with a very large PMA on the anatase surface.

5. A Short Review on the Existent Literature on DIM in Oxides

As the FM at high temperatures in diluted semiconductors was theoretically predicted, many groups all over the world spent a significant amount of research time within this topic. During the first few years of this research, FM has been unexpectedly observed in many undoped oxides, such as HfO, CaO, CeO, TiO, InO, ZnO, AlO, or SnO. Magnetic oxides are not only interesting from the basic physics point of view but also important for applications in a variety of fields, such as magnetic storage, hybrid complementary metal oxide semiconductor or magnetic logic, high-frequency components magnetic field sensors, biomedical applications, or giant magnetoresistance sensors.

It became evident that doping was not necessary and that magnetism is related to crystal defects. Consequently, it can be accompanied by magnetocrystalline anisotropy. PMA is an important feature for magnetic films due to its application in high-density energy storage, such as magnetic random access memory devices, the enhanced magneto-optical Kerr rotation, spin-transfer torque, and spin-orbit torque. New magnetic storage devices demand miniaturization, i.e., magnetic bits of the order of 10 nm or less. Materials showing PMA with large anisotropy are of special interest to extend the superparamagnetic limit and obtain higher bit densities.

Magnetic anisotropy can have bulk and/or interfacial contributions originating from spin–orbit interaction, thus inducing a coupling between the magnetization and the crystallographic lattice. In multilayers, the origin of the anisotropy varies, e.g., broken symmetry at interfaces, the crystallographic mismatch between the layers leading to magnetostriction effects, spin–orbit coupling, or electron hybridization across the interface. This is especially prominent at metal/oxide interfaces, due to hybridization of the metal 3d, 3d, and oxide 2p orbitals. Studies also showed that the interfacial effects are sensitive to their quality and interfacial anisotropy energies of the order of 1.5μJm^-2, e.g., Co(Fe)(B) are typical. Such interfacial PMA is mainly known to occur in bi(tri)-layers made of an oxide and a magnetic layer (and a heavy metal film).

In contrast to Co/Pt-based multilayers, heterostructures based on ferromagnet/oxide interfaces exhibit a much lower coercivity, despite PMA. This is advantageous for work based on domain wall propagation, e.g., record domain wall speeds were obtained and are, therefore, good candidates for racetrack memories. Current-controlled devices are often limited by their power dissipation; voltage control of magnetism in such systems could be a way to produce low-power non-volatile memories and logic devices.

TiO is a good candidate to trigger magnetic order by lattice defects and has been studied in the past, achieving Curie temperatures to 880 K. In general,
magnetism could arise from cation and/or anion defects, and several mechanisms have been proposed for both cases in \(
\text{TiO}_2\).\textsuperscript{[131,192,209,212,262–269]} For example, studies on \(
\text{HfO}_2\) and \(
\text{ZrO}_2\) suggest that the observed FM is due to O vacancies.\textsuperscript{[206,208,270,271]} In disagreement with first-principles theoretical studies, which indicate that O vacancies do not show any magnetic moment in simple, binary oxides but Hf vacancies do.\textsuperscript{[272]} The observed FM in undoped oxide nanoparticles (\(
\text{Al}_2\text{O}_3\), \(
\text{In}_2\text{O}_3\), \(
\text{ZnO}\), or \(
\text{SnO}_2\)) was attributed to oxygen vacancies at the surface of the particles.\textsuperscript{[210]} As discussed in previous sections in detail (see Sections 2 and 3.2–3.5), experimental and theoretical studies on the undoped oxide systems of \(
\text{ZnO}\)\textsuperscript{[19,43,160]} indicate that cation vacancies in the bulk of the oxide are indeed responsible for stable magnetic moments and the induced magnetic order\textsuperscript{[272]} when their concentration is around or larger than \(\sim 3\) at% \textsuperscript{[8,43,160]}

6. Summary

DIM, sometimes and not always correctly called “d\(^0\)-magnetism”, is a new phenomenon in solid-state magnetism of unexpected robustness, variability, and complexity. It goes beyond the usual concepts of textbook magnetism with interesting application possibilities in the near future. We should stress that this new kind of magnetic order with extraordinarily high Curie temperatures was born not within the research of oxides (though it may have done this with MgO but scientists did not go further at that time) but in carbon-based samples. Especially, the search for an answer of unclear magnetic signals within the graphite research started much before the diluted semiconductors’ short window time. In the cases magnetic impurities were not the answers, defects played the main role in the observed magnetic order.

There are several issues that still remain without satisfactory answers, namely the following. 1) How to produce well-defined amount of defects at specific places of the crystalline lattice? First (but rather brute force) approaches were used with relatively good reproducibility via ion irradiation, annealing at different atmospheres, and mechanical and chemical methods. 2) It is clear that the whole magnetic coupling (we should actually write electric coupling, as magnetism is a phenomenon based on the Coulomb and not magnetic interaction) occurs within the valence band. But do holes or narrow DBs within the energy gap play any role? Or it is simply the overlapping of the binding electronic wave functions at and around the defect that provide the key to understand the DIM phenomenon?
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